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Introduction

The Transatlantic High Level Working Group on Content Moderation and Freedom of Expression (TWG) convened its third session as guests of the Rockefeller Foundation Center in Bellagio, Italy, from November 13-16, 2019.

Our first session, held in February at Ditchley Park in the United Kingdom, analyzed U.S. and European approaches to freedom of expression, and how these approaches could inform ongoing initiatives to address hate speech, terrorism, and other illegal speech online. Our second session, held in May at the Annenberg Beach House in Santa Monica, California, examined efforts to address online content that may not per se be illegal, but which may be considered “harmful.” We discussed how maliciously deceptive material is virally spread with the intention of undermining informed debate that is essential in a democracy, and how that can be best addressed by focusing on the bad actors and dampening the virality of the messages (the behavior of the system) rather than the content.

At Bellagio, the TWG explored in detail three cross-cutting issues identified during our prior sessions: (1) transparency and accountability; (2) artificial intelligence and content moderation; and (3) dispute resolution mechanisms, including social media councils and e-courts. The group concluded that progress could be achieved on these issues from a multidisciplinary assessment, well-grounded in law, technology and business. The three research topics are intertwined.

As with prior sessions, draft briefing papers were circulated in advance of Bellagio and then deliberated at length under Chatham House Rule. Informed by the Bellagio discussions, the authors have revised their analyses. The final papers will be published shortly and posted on the IViR website. The opinions set forth in the papers remain those of the authors.

The TWG is a project of the Annenberg Public Policy Center (APPC) of the University of Pennsylvania in partnership with the Annenberg Foundation Trust at Sunnylands and the Institute for Information Law (IViR) at the University of Amsterdam.

TWG leadership transition

Marietje Schaake, president of the CyberPeace Institute and former Member of the European Parliament, has joined Susan Ness as co-chair of TWG, succeeding Nico van Eijk, who stepped down following his appointment as chairman of the CTIVD, the Netherlands Review Committee on the Intelligence and Security Services.
Preliminary observations and conclusions

As co-chairs, we offer the following preliminary observations and conclusions culled from the discussions in Bellagio. Members of the Transatlantic Working Group have reviewed our report and many of their comments are reflected in this co-chairs report.

Overarching themes

Our Bellagio session opened with a broader, philosophical conversation, which offered guidance throughout the session.

We briefly discussed an observation that speech has two divergent functions – discovery and deliberation – which cohabit in an age of information overabundance and distrust. The former pushes toward absolute freedom, the latter towards accountability. The internet has exploded with discovery, but has not helped very much on deliberation. How do we reconcile the two functions of speech to strengthen internet advancement of democracy?

How do we build sufficient transparency into the mechanisms by which business and democratic governments shape the public sphere to uphold rights and encourage healthy participation in that sphere? And when is human intervention essential?

We also discussed the “speech vs. reach” paradigm – the distinction between speech itself and the amplification of speech, either by paid advertising or by recommendation algorithms. What is the impact of amplification of speech beyond merely posting the speech itself? And do platforms have greater responsibility when they recommend content?

Reviewing our entire body of work, we agreed that the TWG must articulate an affirmative vision to enable democracy to remain resilient and to thrive. We were reminded that while Europe and the United States may differ in modest degree on the application of freedom of expression, we must think in broader terms about how authoritarian regimes such as Russia, China and others increasingly wield more control over the internet – both inside and outside their territorial boundaries.

As we address the rising volume and deepening impact of hate speech, violent extremism and viral deception online, we also must be prepared to tackle the growing sophistication of coordinated disinformation campaigns being launched now and in the future. It is a power battle, with those intending to do harm to democratic rights constantly improving their game. To ensure the resilience of democracy throughout the information ecosystem, collaboration between government, civil society and platforms/internet providers is essential. To lay the groundwork for such cooperation, a degree of trust between the parties must be fostered. As discussed below, transparency on the part of both platforms and government is key to building that trust.

We acknowledged the movement in many countries toward adopting a broad regulatory regime to address not just illegal and problematic speech online, but potentially other major concerns as well, such as privacy, copyright, and competition. Similarly, social media and other platform companies have begun to implement their own measures proactively to handle not only illegal but also harmful speech.
We encouraged greater transatlantic engagement in developing such frameworks to share best practices and to avoid unintended consequences – particularly with respect to freedom of expression, a cornerstone of our democratic systems – ever mindful that authoritarian regimes may cite western regulations to try to justify imposing harsher control over the online realm.

Finally, we experienced firsthand the value of transatlantic deliberations on issues of freedom of expression and human rights online, especially when enriched by participation from experts in law, technology and business. The TWG research and discussions have demonstrated concretely the benefit from both sides of the Atlantic coming together to learn from each other. We are deeply grateful that our work has been cited favorably in policy discussions around the globe.

**Observations from the three research areas discussed at Bellagio**

**Emphasize and enforce platform transparency and accountability rather than regulating “legal but harmful” content**

The “Transparency Requirements for Digital Social Media Platforms” paper outlines a transparency framework for those social media platforms that allow users to upload, share, and react to content. Most concerns regarding objectionable content arise in social media, where attempts to regulate can more easily infringe on the right to freedom of expression.

Instead of focusing on content regulation and mandatory removal of such content, the paper recommends a “balanced and clear legal structure for disclosure,” expanding upon the French government proposal published in May 2019.

While the paper posits that a flexible government regulatory regime is the best approach for overseeing platform transparency and accountability, the industry is encouraged to adopt the transparency recommendations proactively and not wait for legislation to be enacted.

Social media platforms bring “communities” together under a platform-specific set of conduct rules – community standards and terms of service – which govern how a platform interacts with its users. Requiring a platform to clearly state its principles and conduct rules, disclose how these rules are being fairly and consistently enforced (including through automated curation), and offer a simple redress mechanism for users who believe their rights have been violated encourages healthier engagement online without violating freedom of expression.

Imposing and enforcing transparency and accountability requirements on internet platforms provides a less intrusive way to: (a) reduce the spread of “problematic” online content while protecting freedom of expression; (b) improve trust between platforms, government and the public; and (c) enable institutions to develop the capacity to draft flexible regulations in a dynamic environment. It also lessens the privatization of governance.

Improved transparency can also enable the forces of consumer choice, empowering users to protect themselves and to bring the pressure of public and political opinion to bear on social media companies. A focus on transparency enlists companies as partners in the effort to promote civil discourse. Strong transparency requirements also reassure the public and policy makers that platforms have policies and procedures designed to respect rights and address the challenges of hate speech, disinformation campaigns, and terrorist material.
• **Adopt a principle-based approach, flexibly applied**

Social media companies vary widely in business model, size and reach. A “one size fits all” regulation may be especially burdensome for smaller firms or companies that deliver specialized services to a limited segment of users. That said, social media platforms of all models and sizes should adopt community standards and terms of service and make them public in an accessible and user-friendly format. They should explain how they enforce such standards; publish procedures for complaints about standards violations as well as notification, review, and appeal processes; and report regularly on how they handled these cases. And, as discussed below, they should explain the criteria used in recommendation algorithms.

The community of users, as well as researchers and other outside interests (including the platforms’ auditors), can help oversight bodies and the public ensure that the obligations the platforms undertake through terms of service and transparency requirements are fulfilled.

A transparency regime should provide different tiers of disclosure: for the public (outward); for oversight authorities and accredited researchers (inward); and, in the most protected cases, for regulatory authorities only. Greater standardization of data to be collected and published is essential, so that accredited researchers and regulators can better compare how well platforms are performing.

We note that many but not all platforms have made considerable progress in implementing transparency best practices.

• **Include algorithm-ordering and recommendation systems within transparency regimes**

For a transparency-based regulatory model to work, enforcement authorities must understand how platforms operate, including through the computer-based programs that amplify, rank, and moderate posted content (recommendation and prioritization algorithms). Information about these algorithms is needed to audit their role in disseminating and amplifying problematic content and to detect efforts to surreptitiously influence the formation of public opinion. It is not necessary to divulge the algorithm source code itself; rather, knowing the purpose and key factors can enable input/output testing to validate the algorithms’ behavior.

Some contend that content referral algorithms recommend progressively violent or terrorist content in order to increase user engagement on the platform. These same algorithmic techniques could be used to recommend content promoting a particular political viewpoint or denigrating another. Although the referred content may be protected speech, the referral regime itself should be subject to transparency and accountability. As noted below, such transparency is essential when it concerns political speech. But in our highly polarized political world, we also must be wary of government using regulatory tools to achieve political ends.

• **Adopt clear transparency rules for political advertising**

Platforms should provide robust disclosure surrounding political advertising and the use of platforms by politicians, including verified accounts. For example, legislation introduced in the U.S. Congress (the Honest Ads Act), like the EU’s Code of Practice on Disinformation, would require large platforms to maintain a searchable public file with a copy of the political ad, disclosure of the sponsor, the amount spent, the targeted audience, and number of views. The platform also would have to use reasonable efforts to ensure that foreigners are not purchasing political ads to influence American elections. Such transparency requirements enhance rather than harm freedom of expression.
• Work within the internet’s global reach …

A principled and flexible transparency-based approach to online content moderation is better suited to the internet’s global reach. Most platforms, regardless of size or model, are accessible globally, but the various legal protections offered for users across jurisdictions raise the possibility of conflict of laws. While transparency requirements may vary between jurisdictions, the tiered approach recommended in the briefing paper should satisfy most regulatory requirements.

• … and within the transatlantic community

Because even an enforceable transparency-based regulatory model may be implemented differently across jurisdictions, there is a compelling case for transatlantic collaboration on the approach, given the enormous flood of internet traffic across the Atlantic and our shared commitment to democracy and freedom of expression as well as universal human rights.

TWG members noted many different avenues for such discussions, including bilateral contacts between legislators and agencies, the U.S.-EU Information Society Dialogue and the OECD. All should be encouraged, together with multistakeholder engagement.

Understand the benefits and limitations of artificial intelligence

Technology is not neutral, as those who build and program it inevitably bake in certain values. Developments in computing like artificial intelligence (AI) and machine learning can serve as both a positive and a negative force on human rights and fundamental freedoms. Such tools, including simpler forms of automation and algorithmic systems, can help in identifying at massive scale some forms of illegal content, such as child pornography or terrorist propaganda. And they have been used successfully in countless content referral situations, such as recipe recommendations. But they are not a silver bullet. They are only as effective as the datasets that train them (bias in, bias out) and the suitability of the task to which they are assigned (i.e., search engines versus social media ordering).

Data inputs used to train the programs may be flawed, biased, and incomplete, especially when dealing with smaller datasets involving non-Western cultures, communities and languages. Intended and unintended consequences may vary greatly. Small variations can disrupt patterns, and AI often has difficulty assessing context and nuance. As a result, regulations that explicitly require or push platforms to over-deploy these techniques risk creating many false positives against legitimate speech in order to minimize the amount of “harmful” content remaining online.

For smaller platforms with fewer resources to create, maintain and update programs to screen content, the problems of misidentification or failure to identify are even more acute, potentially leading to greater liability (i.e., for failure to catch copyright violations.) Using the datasets of larger platforms could bias in favor of Western or Chinese outcomes, or could violate privacy rules. In sum, despite great computing power, automation systems are not reliable, and are not ready to shoulder without human intervention the full responsibility for content moderation.

Finally, tasking private companies to address “harmful” content to safeguard the public interest raises serious governance issues.

These technological limitations and pitfalls are described in detail in the TWG paper on “Artificial Intelligence, Content Moderation and Freedom of Expression.” The paper serves as a much-needed
primer for policy makers on both sides of the Atlantic to clarify the structure and uses of tools collectively known as -- or mistaken for -- artificial intelligence. It also reflects on the need for new freedom of expression safeguards tailored to such automated forms of speech governance.

- **Adopt consumer safeguards for use of AI recommendation/ranking functions**

Powerful automated systems also are used for content dissemination through recommendation/prioritization functions. These can be driven by organic sharing by individuals, or they can be inorganically shaped to promote certain content feeds in response to expressed or inferred user interest or other amplification signals, including paid promotions.

Such prioritization programs – whether in social media, news feeds, retail platforms, or search engines – are essential to the internet because they make an otherwise overwhelming amount of information manageable.

But even as these programs can benefit users, they can mislead them. For example, search results can be tainted by “data voids.” These are search engine queries that turn up few or no results, often concurrent with a major event unfolding. Manipulators can exploit these data voids by rapidly and repeatedly linking these queries to problematic content, such as hate symbols, conspiratorial content, or other disinformation, to fill the void. The result is compounded by “autofill” or “autoplay” technology promoting “trending topics” that then are amplified by mainstream media. To avoid manipulation during major events, some platforms have locked pages, and have privileged “verifiability” over “truthfulness.”

Efforts to train prioritization programs by boosting “authentic” reporting and/or down-grading or demoting information that does not meet fact-checking standards are helpful but insufficient. Some users claim that these mechanisms are biased against their point of view. These concerns are heightened by the lack of insight into how prioritization programs work.

Platforms that deploy these systems should provide greater transparency about the use of these tools and the consequences for consumers. Review of such systems should be included in any transparency oversight regime. Enabling more transparency, explicit user choices, and control over material they see – coupled with consumer education – should help to curtail abuse.

A flexible transparency-based approach can enable accountability by allowing regulatory authorities and vetted researchers reasonable access into both the design of the algorithms and their operational effects, as well as better inform the companies about unintended effects.

- **Use caution when addressing political content and referral algorithms**

During political election seasons, there is heightened apprehension over the use of algorithmic referral systems and/or paid political advertising to manipulate surreptitiously what the internet user/voter sees concerning a particular candidate or policy issue. This matter both affects freedom of expression as well as the ability to have an informed electorate – which is essential to democracy. During the 2016 U.S. presidential election, microtargeting was extensively deployed below the radar, based upon political preferences inferred from large personal datasets. Some people received microtargeted ads that were crafted to increase polarization or to reduce voter turnout.

As noted, legislation has been introduced in the U.S. Congress for robust disclosure and labelling of online political and issue advertising, the funding source, and the real party in interest, including the
number and selection criteria for the people targeted. This echoes legislation and regulation already in effect in the EU and a number of European countries.

In addition, major social media platforms have responded by adopting different approaches to address political advertising. At least one has ceased accepting political advertisements, while others will limit microtargeting to certain categories. Still others will not interfere with candidate statements or ads, supporting the principle that the public has the right to hear directly from candidates without corporate intervention.

Political communication should have special protected status. Consumers have a right to know how they are being targeted, and by whom. Legislation is needed to set transparency rules for political advertising and microtargeting. Reasonable limits on microtargeting by political campaigns would not diminish freedom of expression.

Platforms should maintain a comprehensive archive of political advertising so that vetted researchers under strict privacy rules can analyze whether voters are being manipulated (i.e., are subjected to bot-driven campaigns or disinformation.) Researcher access to these archives will also contribute to better informed policy decisions.

**Establish efficient and effective dispute resolution systems for social media platforms**

Decisions by governments, companies or even online communities to remove, promote, demote, or demonetize content created and uploaded by individuals, as well as refusals to remove content, immediately raise concerns about the right to freedom of expression. This is most immediately obvious when governments constrain the freedom of expression – a step that should be done only through considered rule of law protections and democratic processes.

Especially in the United States, but also in Europe, companies and communities have freedom of expression rights of their own to set and enforce standards for permissible conduct while respecting the law. But users whose content is removed or downgraded by social media companies under their terms of service/community guidelines should have a right to contest and appeal such decisions, both with the company or community and, ultimately, through a redress process when the user believes that the platform itself is violating the contractual rights embodied in the community standards and terms of service. Given the increasing use of automated takedown systems, that possibility grows.

More problematic still is when governments outsource censorship by pressuring platforms to remove “objectionable” but not illegal content without the normal judicial process required under international human rights laws and in democratic systems of governance. Democratic societies should not privatize the protection of the freedom of expression. This right should be protected through independent judicial systems.

The TWG paper “Dispute Resolution and Content Moderation: fair, accountable, independent, transparent, and effective” asserts that social media councils – whether at the global, national or corporate level – could provide independent guidance on content moderation standards and procedures, and could even be used to adjudicate disputes. For cases that specifically involve potential violations of human rights, including but not limited to freedom of expression, a form of online judicial determination, or internet court (e-court), should be considered.

- Establish social media councils for policy advice or dispute resolution under criteria of fairness, accountability, independence, transparency and effectiveness
Many social media companies have internal procedures to enable appeals about content that may have been wrongfully removed, or where other users cite offensive content that they believe violates community standards and has not been removed. Generally, companies alone determine the mechanisms for review and render the decisions. While welcome, such internal mechanisms do not meet the essential rule of law standards of a good dispute settlement system: fairness, accountability, independence, transparency, and effectiveness (FAITE).

The scale of the problem is enormous. For example, in the Facebook Transparency Report for the third quarter 2019, Facebook took down over 7 million pieces of content under its own global hate speech rules. Users appealed 1.4 million of these takedowns, and the company restored just 12% with no further process cited. Facebook employs around 30,000 reviewers across the globe, although most initial screening is performed by algorithms with limited human intervention. Smaller firms, however, may not have the staffing or financial resources to replicate these review mechanisms. They also generally have less reach and impact than do the major platforms (although they may be the dominant player in a country with a smaller population).

A high-level, strictly independent body to make consequential policy recommendations or to review selected appeals from moderation decisions could go a long way toward improving the level of trust between platforms and the public. As detailed in the TWG paper, there are a wide range of organizational structures and precedents to consider, with the format, jurisdiction, makeup, member selection, standards, and scope of work subject to debate. At this juncture, experimentation by platforms and multistakeholder groups will provide invaluable data points to guide future structural decisions.

- Consider establishing an e-court system for rapid determination of fundamental rights violations

For appeals predicated on fundamental rights, the concept of an e-court has considerable merit. As discussed in Bellagio and Santa Monica, an e-court system enhances legitimacy of the process through the rule of law, independence, and impartiality from the parties. It would provide an online procedure for users to challenge content moderation decisions made by social media companies. Specially trained magistrates would rule quickly on the simple question of whether the removal or refusal to remove was consistent with legally cognizable rights. The regular publication of case-law compilations would create a body of precedent. The degree of scalability is yet to be determined.

Europe, Canada and the United States have various models of expedited resolution systems that can inform the design of an e-court system. The e-courts would be funded by government and/or by contributions from platforms. Such an expedited judicial review procedure could be complemented by other online mediation and arbitration procedures that meet the FAITE standard.

Next Steps

The three Bellagio papers will be widely circulated to policy makers and stakeholders. We encourage reader feedback and discussion. The TWG intends to hold several roundtables with policy makers and stakeholders to further refine our views. We plan to issue a final report in the spring of 2020, informed by that feedback, with launch events in both Europe and North America.
Executive Summary

This paper sets out a framework for transparency on the part of the larger digital social media companies in connection with their content moderation activities and the algorithms and data that involve the distribution of problematic content on their systems. It departs from the movement in many countries for content regulation and mandated takedowns, preferring instead to focus on creating a balanced and clear legal structure for disclosure that can help to restore public trust in digital platforms and provide assurances that they are operating in the public interest.

It recommends a tiered system of transparency. Disclosures about content moderation programs and enforcement procedures and transparency reports are aimed at the general public. Disclosures about prioritization, personalization and recommendation algorithms are provided to vetted researchers and regulators. Vetted researchers are also given access to anonymized data for conducting audits in connection with content moderation programs, while personal data and commercially sensitive data are available only for regulators.

This recommended transparency approach could be started through voluntary measures undertaken by the larger social media companies in conjunction with public interest groups and researchers, but
its natural home is within a comprehensive system of regulation for the larger social media companies overseen by a government agency.

Transparency is the recommended approach in this paper for several reasons. Openness is an essential element of due process procedures recognized in civil liberties standards, principles for content moderation, international human rights principles, and U.S. administrative law. It is especially important to apply this principle of openness to the larger social media companies, which are the ones to which initially the transparency requirements would apply.

Transparency is also a key element of other accountability measures that have been widely discussed. Those include an independent oversight board that would hear appeals concerning social media content decisions, a special internet court that would use local law (rather than platform community standards) to render expedited judgments on whether certain content should be removed from platforms, and social media councils to oversee content moderation practices by the major platforms. The recommendations in this paper are likely to accommodate the information needs required by these external reviewing institutions.

Improved transparency also enables the forces of consumer choice to do their work, empowering platform users to protect themselves and to bring the pressure of public opinion to bear on social media companies.

Better transparency might also create an interactive public policy dialogue that could gradually scale up regulations as needed, improving their structure and stringency on the basis of feedback. This process of improvement could apply to the transparency measures themselves or to broader mandates, such as for a duty of care. The cycle would be to issue a guideline, implement it, assess it, retrofit it, enrich it and start again.

Finally, transparency does not raise the free expression issues that bedevil mandated requirements for removal of problematic material. In the United States, First Amendment jurisprudence is uniformly hostile toward content-based regulation and likely prohibits the government from directly requiring removal of legal content. In Europe, the protection of free expression is one of the fundamental human rights enshrined in the various charters that bind the European countries and is also embodied in national legislation. The focus on transparency measures might provide an effective approach to avoiding these obstacles.

The paper begins with a survey of current law, practice and proposals for reform in the area of transparency. Some laws explicitly require social media companies to issue transparency reports describing how their content moderation programs operate. In addition, the companies have voluntarily disclosed information about their programs and shared some information with outside researchers to assess the performance of these programs. Moreover, outside researchers using publicly available data can often discern much about the operation of social media algorithms used to prioritize, personalize, and recommend social media content.

While current platform practices provide real transparency in some regard, the overall insight into platform operations and decision making is limited. Moreover, current platform practices and legal requirements seem unlikely to move the platforms closer to socially desirable levels of disclosure, at least in the short term.

The report surveys various proposals for transparency reform from interest groups, academics, and policy makers seeking to improve the public transparency reports, the information provided to regulators and the data available to vetted researchers.
The heart of the paper is a series of recommendations to improve transparency. They can be summarized as follows and are illustrated in Table 1:

1. Continued and improved public disclosure of the operation of platform content moderation programs, including:
   a. Content rules in terms of service or community standards;
   b. Enforcement techniques such as deleting, demoting or delaying content;
   c. Procedures for the public to complain about possible rules violations;
   d. Procedures for platforms to explain their decisions to affected parties; and
   e. Procedures for individual appeals in connection with enforcement actions.

2. Continued and enhanced reports to government agencies and to the public with aggregate statistics accurately reflecting the operation of the content moderation programs.

3. Technical terms of reference of algorithms used in content moderation, prioritization and recommendation.

4. Greatly improved access to platform data for qualified independent researchers and regulators. Access to information must be in a form and quantity to permit regular and ongoing audits of these platform operations to verify that they are operating as described and intended and should include data relevant to:
   a. the operation of content moderation programs;
   b. sponsorship of political advertisement; and
   c. content-ordering techniques, including recommendation and prioritization algorithms.

The proposals in this working paper are designed to further the public’s interest in the transparent operation of digital social media platforms with the aim of ensuring that the platforms’ operation furthers the twin interests in effective content moderation and a robust environment for free expression on crucial matters of public importance.
Table 1. Disclosure Recommendations by Audience and Information Type

<table>
<thead>
<tr>
<th>Information Type</th>
<th>Public</th>
<th>Vetted Researcher</th>
<th>Regulator</th>
</tr>
</thead>
<tbody>
<tr>
<td>Content Moderation</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Content Rules</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Enforcement Procedures</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Complaint Process</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Explanations</td>
<td>No (users)</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Appeal Rights</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Reports</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Algorithms (Technical Description)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Content Moderation</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Prioritization</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Recommendation</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Data</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Political Ads</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Content-Ordering Techniques</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Commercially Sensitive/Personal</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Introduction

Global concern about the use of digital social media platforms for hate speech, terrorist material and disinformation campaigns has prompted governments to pass or consider legislation that requires platforms to remove certain kinds of speech. In 2017, Germany adopted its network enforcement law (NetzDG), which requires platforms to remove content that is illegal under a wide variety of local law. In 2019, the French Assembly approved a measure modelled on the German NetzDG law requiring social media networks to remove hate speech within 24 hours. In 2019, the European Parliament backed a terrorist content proposal that mandates removal of terrorist material within one hour of notification. A similar measure to mandate content removal is pending in the United Kingdom, which has proposed a duty of care that would require platforms to take down certain harmful content. In the wake of the widespread online distribution of the Christchurch video, Australia has adopted a law that would outlaw the sharing of violent abhorrent material. Singapore's Online Protection From Online Falsehoods and Manipulation Act, which went into effect on October 2, 2019, bars the communication of “false statements of fact” and provides extra penalties if this is done on digital platforms through inauthentic accounts.

This working paper takes a different approach. It agrees with former U.S. Supreme Court Justice Louis Brandeis that sunlight is the best disinfectant and calls for policy makers to explore various
transparency measures for digital social media platforms. A balanced and clear legal structure for disclosure can help to restore public trust in these platforms and provide assurances that they are operating in the public interest.⁸

This approach requires enabling legislation to mandate certain disclosures and to establish a regulatory agency to supervise these legally mandated disclosures. The agency should have full authority to mandate additional disclosures as needed over time. The paper recommends that the transparency regime for addressing hate speech, disinformation campaigns, and terrorist material should be part of a larger regulatory structure to ensure that digital platforms are operating in the public interest.

Some may question the need for a regulatory agency with authority to supervise the larger digital social media platforms. But these platforms meet the requirements for special regulatory treatment that have motivated the creation of such agencies for the communications and financial services industry: they are central to our public life and competition has persistently failed to ensure their operation in the public interest. Digital social media platforms have installed themselves at the heart of our societies, in the cauldron of public opinion, sitting right next to the traditional communications media. Moreover, they convey and indeed amplify content that reflects some of the worst aspects of our societies, namely, hate speech, disinformation campaigns, terrorist material, child exploitation images, harassment and bullying. And typical business incentives are unlikely to remedy this content disorder on their own. For these reasons, a comprehensive regulatory response is needed.⁹

The transparency measures recommended in this working paper are an essential element in this regulatory structure. These might not be the only measures needed. The information uncovered through mandated disclosures will contribute to the ongoing policy conversation on the best ways to structure balanced, flexible regulations. This might lead ultimately to some forms of content regulation, or a duty of care, crafted to accommodate the demands of an open system of free expression. While this paper leaves that possibility open, it does not recommend measures beyond transparency.

Additional transparency measures might be needed to deal with broader problems of subtle dark patterns and targeting techniques that threaten the integrity of consumer interactions with social media platforms and expose users to abuse and manipulation.¹⁰ They might be required to expose discriminatory practices in advertising, where the targeting criteria for campaigns in connection with housing, employment and credit granting might be disproportionately adverse to members of protected classes.

But these concerns and additional regulatory measures to address them are outside the scope of this working paper, which is focused exclusively on transparency measures that might respond to the problems of hate speech, terrorist material, and disinformation campaigns.

Transparency measures are needed to reveal the operation of algorithms on digital social media platforms in order to address content moderation concerns, but this paper does not address the related question of the extent to which algorithms can successfully identify harmful material, nor the question of whether recommendation and prioritization algorithms can increase, intentionally or not, the distribution and salience of harmful material. This paper does assume, however, that platforms need to disclose enough information about their algorithms and the data used to train them so that regulators and researchers can form judgments about these vital questions, which should not be left to the sole discretion and judgment of the platforms themselves. This paper will focus on which data and features of algorithms social media platforms should disclose and to whom in order to allow accountability assessments to be made by regulators and independent researchers concerning the
operation of platform algorithms related to content moderation and the distribution of problematic content.

The form of regulation envisaged in this paper calls for digital social media platforms to reveal what they are doing in content moderation and in the content-ordering algorithms that might exacerbate the distribution of harmful material. But it does not mandate any particular moderation practices. Platforms are free to moderate whatever content they feel is appropriate; their only obligation under the recommendations in this paper is to tell the user, the regulatory agency, and the public what their policies are and how these policies are enforced. The diversity of content moderation practices in the current social media world would persist under this recommendation.

However, this freedom of choice for the platforms creates obligations once it is exercised. Under the recommendations in this paper, digital social media platforms are free to make promises to the public concerning their content moderation practices, or not, as they see fit. But they are not free to make promises to their users that they do not keep. The supervising regulatory agency would be authorized to enforce these promises as well as any disclosure obligations to ensure that the public, the regulators and researchers have sufficient information about how platforms’ moderation practices and content-ordering techniques might exacerbate the distribution of problematic content.11

This combination of individual platform choice backstopped with regulatory control might be further refined. The regulatory framework for financial broker-dealers in the United States might be a model for an additional step, moving from company-specific decision making toward collective regulation by and of the industry itself.12 In this model, digital social media platforms would not be free to choose whatever content moderation practices they wanted. Rather, these practices would be set by an industry association and would be binding on all members of the association. This collective industry organization would enforce the rules, with power to investigate complaints, inspect business operations and punish offenders with fines, suspension and ultimately expulsion.

This model of collective industry regulation has the great merit, from a content regulation point of view, that no government body sets content rules for the industry. It is a matter for the industry itself to determine, not for regulatory determination. But at the end of the day, it is government that compels obedience to these industry-set rules through a requirement that all members of the industry be licensed or approved by a professional trade association.

This paper does not conclude that such a collective regulatory structure is needed or desirable. The requirement for licensing by a professional trade association creates a potential for industry self-censorship that should give pause to all who care about free expression, and might raise First Amendment issues in the U.S. But it is a possible evolutionary path for digital social media platforms that stops short of overt content regulation by a government agency. The mandated disclosures recommended in this report might help to clarify whether movement in the direction of collective self-regulation is needed.

While this paper recommends a comprehensive regulatory structure and mandated disclosures as a part of that structure, it does not suggest waiting for policy makers to perfect legislative measures. The platforms themselves, often in conjunction with policy makers and outsider researchers, have already adopted transparency as a governance mechanism that can increase public trust in the proper operation of their systems. Much is being done on a voluntary basis, and more could be done without the need for further government mandates.
The voluntary Christchurch call, for instance, which has been signed by numerous governments and the major platform companies, commits platforms to a range of measures to combat terrorist and violent extremist content including “increasing transparency around the removal and detection of content, and reviewing how companies’ algorithms direct users to violent extremist content.”\(^{13}\) The Social Science One initiative – described later – is a workable, though troubled, framework for voluntary efforts in this area, as is the agreement between tech companies and the European Commission in connection with disinformation campaigns. Many of this paper’s specific recommendations can be incorporated into these ongoing efforts.

The advantages of transparency have often been noted. Transparency is an essential element of recognized due process procedures, including the civil liberties standard called the Manila Principles,\(^{14}\) the Santa Clara Principles for content moderation,\(^{15}\) international human rights principles,\(^{16}\) and the due process tradition in U.S. administrative law that typically provides individuals meaningful opportunities to challenge adverse decisions.\(^{17}\)

Transparency is also a key element of some external accountability measures that have been called for by several commentators. Facebook is working with outside groups to establish an independent oversight board that could hear appeals from content decisions made by moderators working for Facebook.\(^{18}\) Others recommend a special internet court that would use local law (rather than platform community standards) to render expedited judgments on whether certain content should be removed from platforms.\(^{19}\) Still others want social media councils that would address and oversee content moderation practices by the major platforms.\(^{20}\)

Clearly, substantial information disclosure is needed to make these accountability mechanisms effective. While the recommendations in this paper are likely to accommodate the information needs required by these external reviewing institutions, it is not part of this paper’s mission to recommend or discuss the need for external reviews of content moderation decisions. The paper takes a small step toward accountability measures by recommending that platforms allow those whose request for the removal of content is denied to ask for a review, in parallel with their current practice of allowing users whose content has been removed to ask for a second look.\(^{21}\) To accommodate both types of review, this paper recommends that platforms provide a reference to the specific community standard that justifies a removal action or permits certain content to remain visible.

Transparency rules are consistent with the disclosure philosophy in investor protection laws that require public companies to provide disclosures about their financial condition, operating results, management compensation, and other areas of their business, and prohibit deceit and misrepresentation in the sale of securities.\(^{22}\) Transparency is also at the core of consumer protection laws that forbid companies from engaging in unfair or deceptive acts or practices in connection with the sale of goods or services to the public.\(^{23}\)

One objective of transparency rules is to enable the forces of consumer choice to do their work. If consumers and investors have accurate information, they are empowered to purchase only the products, services, and securities they find attractive. Transparency rules for digital platforms can serve the same objective of empowering platform users to protect themselves. They do this by requiring platforms to detail the content rules and enforcement procedures they use and to publish regular reports on the operation of their content moderation systems, and by allowing external access to platform data for researchers and regulators to conduct audits to describe to the public how the systems work and to enable an assessment of whether that operation is in the public interest.
An additional governance function of transparency rules is to bring the pressure of public opinion to bear on digital platform operations. Companies are often moved to change when their conduct violates well-entrenched social norms, even when the conduct itself is not illegal. Even when rebroadcasting hate speech or terrorist material is legal under local law, for instance, companies whose policies permit that face severe public pressure not to air such material.24

Sometimes social platforms do not want to know whether their platform moderation enforcement procedures or personalization, ordering and recommendation algorithms are having certain effects either within their own platform or in the external world.25 However, it might be desirable for platforms, even from their own point of view, to do some of this work themselves. For instance, they might find it a wise investment in compliance to conduct disparate impact assessments of their advertising practices to see whether their facially neutral algorithms produce disproportionate adverse impacts on protected classes.26 They might also find it useful to assess whether their content moderation practices, while not overtly partisan, nevertheless produce outcomes that favor one political perspective over others.27 It would be possible for them to hire external auditors to check their systems for these effects in a system akin to that of using a financial auditor.

But a big advantage of transparency requirements is that this moves information out from the platforms to the public so that these studies, audits and assessments can be performed independently. In this way, even if the companies have an interest in preserving ignorance, or simply have no rational basis to find out certain things on their own, researchers outside the company have the resources they need to fill the gap and provide the public and regulators with these studies.

Release of information to the public, to experts working for government agencies and to independent researchers working for think tanks, civil society organizations or universities might also create an interactive public policy dialogue that could gradually scale up regulations and improve their structure and stringency on the basis of feedback. This process could apply to the transparency measures themselves or to broader mandates such as for a duty of care. The cycle would be to issue a guideline, implement it, assess it, retrofit it, enrich it, and start again.

Identifying the purposes of transparency requirements helps to clarify a key element of legislation to implement these requirements. These purposes also serve as the objectives the legislation is seeking to achieve and that govern the activity of the regulatory agency established to interpret and enforce these requirements. At the most general level, transparency serves to reveal to the public the content rules a social media company has developed and how well it is living up to those rules. The disclosures also allow researchers and the public to determine the effects that the operation of the social media company is having on a range of social variables, including the prevention of the spread of harmful speech, the preservation and promotion of freedom of expression, and the impact on political processes. Legislation addressing the transparency of content moderation practices of platforms does not raise the free expression issues that bedevil mandated requirements for removal of problematic material. In the United States, First Amendment jurisprudence is uniformly hostile toward content-based regulation and generally prohibits the government from directly requiring removal of legal content. In Europe, the protection of free expression is one of the fundamental human rights enshrined in the various charters that bind the European countries together and is also embodied in national legislation. The focus on transparency measures might provide an effective approach to avoiding these obstacles.28

Takedown approaches face another difficulty, namely the extent to which takedowns are national or global in scope. On the one hand, local takedowns seem appropriate for content rules that might vary by jurisdiction. On the other hand, it does little good to block genuinely dangerous content only in a
single jurisdiction. Recent European court decisions send a mixed message on whether European
takedown rules are regional or global in scope. European governments are permitted to mandate
worldwide takedowns for defamation. But under current EU law, removal of privacy-violating
material is limited to Europe.

In contrast, the transparency approach recommend in this paper has global benefits: what is released
to the public anywhere is generally available everywhere. Networks of regulators in different countries
could assure that information shared with one national regulator is also available to regulators in other
countries with a similar mission.

Still, the transparency approach does not entirely escape jurisdictional issues. Many of the social
networks are global companies with operations that cross many jurisdictions. When a jurisdiction
requires companies to disclose information about its operations, does this apply to operations outside
its own jurisdiction? Rather than remaining silent on this jurisdictional question and leaving the
decision up to later court interpretation, legislators should specify the jurisdictional reach of the
transparency requirements recommended in this paper. But the issue of which jurisdiction is more
appropriate is beyond the scope of this paper.

Other issues will need to be addressed that are also outside this paper’s scope. One concerns the
geopolitical implications of social media transparency requirements. China insists that any social media
company doing business in China must accept its local content laws, with the result that many U.S.
companies choose not to do business in China. Similarly, local laws in the U.S. and Europe apply to
Chinese companies doing business there, and this would apply to any new transparency requirements.
A foreign company would not be able to have a secret algorithm that blocks content they find
objectionable, but which is hidden from users and from the public. Chinese companies must comply
with these laws if they want to do business in these jurisdictions. As a result of increasing divergence
of local laws, and the rise of “techno-nationalism,” which treats technology as intrinsically connected
to national security issues, the integration of major economic actors has slowed and may even be
reversed in the years to come. Transparency rules will inevitably be part of any such “decoupling”
of the world’s major economies. But the implications of this are outside the scope of this paper.

A further issue concerns the interface of transparency rules with law enforcement and national security
concerns. Some of the information social media companies have to provide to the public, to regulators
and to vetted researchers under new transparency rules will have value for law enforcement and
national security purposes. Data that would enable audits, for instance, might allow identification of
specific individuals or types of individuals and so also allow the construction of profiles of social media
users that could be compared with or combined with data on potential terrorist suspects or criminal
actors. Should government agencies be allowed to use this data for these purposes? If so, under what
due process protections? This complex and controversial issue requires balancing the interests of users
to be protected from government surveillance with the needs of national security and law enforcement
to fulfill their vital missions. While any new transparency requirements will have to contain a balanced
resolution of this issue, it is beyond the scope of this paper.

In addition, transparency of government action in connection with social media platforms is crucial.
Years ago, platforms initiated their transparency reports as a way to let the world know the extent of
government efforts to affect content on their systems. This is still a matter of crucial public concern.
This paper approaches it through requirements for transparency on the part of platforms, rather than
additional disclosures by government. If companies are clear about their standards and practices for
removal of content that will to some extent reveal government activities. But addressing additional
disclosures by government raises questions about the extent of access to government activities through
various open government laws and the extent to which such activities need to remain secret to protect important security and law enforcement activities. The right balance of these conflicting objectives is beyond the scope of this paper.

This working paper proceeds as follows. The next section reviews current law, practices and proposals for reform in connection with transparency. This is a snapshot of the status quo, which, of course, will change perhaps rapidly over the coming months and years. But it provides a baseline from which to consider the improvements that might be necessary. It is organized according to whether the disclosures are directed to the public, to a regulatory agency, or to independent researchers.

Following this background, the paper makes its recommendations for disclosures, which are structured in several levels. The first level is the information that should be made available directly to users so that they might better understand the content moderation process on the platforms they use and take advantage of any complaint or redress mechanisms the platforms provide. The second level is the information that should be in the public reports that the platforms are issuing today. The third level is the information about the operation of the platforms that should be released to regulators and researchers to enable audits of content moderation systems, political advertising, and the content-ordering algorithms that can sometimes exacerbate the distribution of harmful content. Within the third level, it is crucial to distinguish between information that can go to the general public in a form that can be used by any independent researcher and information that is available only to regulators and approved independent researchers.

Current Law, Practice and Proposals for Reform

Internet platform companies operate across enormous swaths of society, facilitating global access to social communications, financial transactions, and information. While billions of people rely on these services daily, little is known publicly about the ways in which these companies operate. This section will examine differing transparency requirements and practices as they currently exist and will outline current proposals to increase transparency. The section will first look at law, practice, and proposals for disclosures to the public and to government agencies, and then will discuss disclosures to academics and researchers.

Disclosures to the Public and Regulatory Agencies

i. Current law in connection with disclosures to the public

Few laws currently require digital social media platforms to make active disclosures to the public or to government agencies. There are currently no U.S. federal laws that mandate disclosures on content policy; indeed, Section 230 of the Communications Decency Act (47 U.S.C. 230) gives online service providers broad latitude to make decisions on how to handle content, and it contains no requirement for disclosure of content moderation practices.

Some states have taken steps to require platforms or online participants to provide greater transparency about their actions. For instance, California recently enacted laws requiring political advertisers and bot operators to disclose information to the public about their activities. Other laws, such as the California Consumer Privacy Act, require transparency about data collection and use. In Europe, the General Data Protection Regulation (GDPR) has a similar requirement for firms that collect personal information to disclose that fact to the subject of the information. These data
protection and consumer privacy disclosure rules can complement the transparency measures called for in this report related to the operation of content moderation policies and procedures.

Outside the United States, other countries have experimented with mandated disclosures. In Germany, the Network Enforcement Act (NetzDG) requires social media companies with two million or more registered users in Germany that receive over 100 complaints about online content per year to submit semiannual reports about how the company handles complaints. These reports must include information on the actions taken by the platform to remove illegal content, descriptions of how to submit complaints and criteria for handling those complaints, a tally of those complaints and how they were handled, personnel and training metrics for moderators, whether the platform consulted outside organizations when making takedown decisions, and other information about removal statistics and timing. Under NetzDG, social networks must also provide users with open, transparent guidelines for how to submit challenges and file complaints.

The German Office of Justice reviews these public reports and is authorized to issue fines for failure to report enforcement activity adequately and completely. In July 2019, this office fined Facebook for underreporting the number of complaints under NetzDG.

In the United States, several states require disclosures of political ads on digital social media platforms. But these disclosure obligations fall on the political advertisers, not the platform. Political advertisers often fail to follow the requirements.

**ii. Current practice in connection with disclosures to the public**

Most major platforms publish their community standards for the public to see and evaluate. Some platforms, in addition, publish their enforcement guidelines, which allow the public to see how these general rules are interpreted and applied in particular cases.

In addition to legal requirements to disclose, many online platforms provide voluntary reports in connection with their enforcement of their community standards. These voluntary reports outline much of the same information as required by German law, including overall volume of content reported and removed, as well as information on appeals.

Platforms also sometimes share limited information on an ad hoc basis. When Twitter discovered a coordinated misinformation campaign by the Chinese government targeting protestors in Hong Kong, it shared its finding with Facebook and then made the datasets public. Twitter first announced the action and the bad actors and how the actions violated policies. The platform provided examples of content violating policies and explained how and why it would be updating its advertising policies, including changes in defining certain categories of actors online.

Many platforms, including Twitter and Google (including YouTube), provide public archives of political advertisements. Facebook offers disclosures of political ad sponsors, authentication of political ad sponsors and availability of political ads for research.

Several digital social media platforms, including Google, Facebook and Twitter, signed a voluntary agreement with the European Commission on disinformation, which commits the platforms to disclosures of political ads and issue ads, identifying automated bots, prioritizing authentic information, and not discouraging good faith research into disinformation. The agreement also
requires the platforms to file regular reports with the Commission on their compliance with this voluntary code, which are then reviewed and published on the Commission website.54

Platforms including Facebook, Microsoft, Twitter and YouTube also have established and manage a program of knowledge-sharing, technical collaboration, and shared research in connection with terrorist content.55 This Global Internet Forum to Counter Terrorism (GIFCT) issues a regular transparency report on its work against terrorism.56

iii. **Proposals for reform of disclosures to the public**

A report to the French government suggested a tiered approach to disclosures, with substantial information available to users to help them understand more fully the operation of the systems they use; greater transparency for experts working for government, who can be expected to understand the detailed terms of reference that platforms might release to describe the operation of their systems; and access to data for researchers to conduct studies. An important element of the French proposal is that access to a platform’s operational data should be compliant with the GDPR regulation. To the extent that such data includes protected personal information, it would be controlled and made available only to vetted researchers, not to the general public.57

In connection with the disclosures under NetzDG, some have expressed concerns that the NetzDG reporting requirements do not mandate a particular format, making cross-platform comparisons of data difficult. Further, these critics say, because platforms are only required to produce aggregate data, the reports do not provide any information about the handling of individual cases, which creates challenges when trying to determine the adequacy or fairness of platform actions. These critics argue that requiring a standard format and additional information on accuracy in individual cases would increase the usefulness of these reports to the public and regulators.58 These changes may also require privileged access for vetted researchers because some of this content will, by definition, be illegal to publish under German Law.

In the United States, members of the Senate and House of Representatives have introduced legislation to require disclosure of information in connection with political advertising on digital social media platforms. This legislation, the Honest Ads Act, mirrors current laws that require disclosures concerning political ads that air on radio and television. It generally requires information on the sponsor of the ad and would require platforms to maintain public records of political ads.59

In addition, Senator Dianne Feinstein has introduced legislation similar to the California law requiring identification of bots. It goes beyond the California law in banning the use of bots in connection with political campaigns and political advertising.60

The Institute for Strategic Dialogue (ISD) has suggested several improvements in the area of disclosure of political ads, and in connection with the disclosure of complaints and redress.61

The UK White Paper on Online Harms suggests a number of transparency measures aimed at improving public understanding of the operation of content moderation systems, including empowering a regulator to require public annual transparency reports from platforms “outlining the prevalence of harmful content on their platforms and what counter measures they are taking to address these.” The UK also recommends that the regulator “have powers to require additional information, including about the impact of algorithms in selecting content for users and to ensure that companies proactively report on both emerging and known harms.”62
In April 2019, Facebook’s Data Transparency Advisory Group (DTAG), a group of independent researchers, released a report assessing Facebook’s methods of measuring and reporting on its policies for enforcing its community standards. The report recommended a wide range of improvements in how Facebook should report its enforcement activity.

Though these Facebook transparency reports include quite a few quantitative metrics, they do not provide a qualitative report of enforcement actions by particular types of content or how decisions were made. Similarly, these reports provide raw appeals numbers (i.e., total actions appealed and total pieces of content restored), and requests for legal process, but do not discuss how the process works. The DTAG group notes that these metrics obscure some types of information that would be useful to further understanding and examining moderation practices:

Qualitative reporting: Transparency reports should include the types of information and examples of takedowns and other adverse actions. For instance, some additional detail about the types of content removed under the category of “removed pornography” would be helpful to enable further discussion about the criteria and removal processes.

Discussion of True and False Negatives: Current transparency reporting focuses on two types of action: removals and appeals. This gives a sense of (1) how much content was removed, and (2) how many removals were later reversed or upheld, that is, it gives true and false positives. To gain a full sense of moderation practices and error rates, reporting should also include how many pieces of information were initially flagged or suggested for removal that were then not removed, that is, true negatives, and attempt to determine how much content is slipping through the cracks and is never identified, that is, the false negatives, the unknown unknowns.

Many of these suggested reforms from these different organizations form the basis for recommendations for improvement in public reporting that are further examined in the next section.

Access to Information for Researchers

i. Current law on access to information

There is no current U.S. law that empowers researchers to access social media data or compels platforms to provide that data to third parties. On the contrary, U.S. criminal law has been used to deter researchers who attempt to obtain information from social media sites by “scraping” – automatically downloading – the sites for information. For instance, the Computer Fraud and Abuse Act has been interpreted to allow websites and platforms to bar outsiders, including researchers, from collecting information that is publicly available on their sites by stating that such scraping is prohibited under the terms and conditions for user access to the website. While a recent court decision has changed the legal landscape in the United States, potentially allowing researchers to scrape sites that do not use technical means to prevent access to publicly available data regardless of the terms of service, there has not been a concerted push to enact a law proactively granting researchers access to platform data. Even without legal powers to prohibit scraping, platforms may still have the technical ability to prevent scraping in practice.

ii. Current practice on access to information
The platform information currently available to the public can allow researchers to uncover important aspects of the operation of various algorithms. For instance, Upturn, a Washington, D.C.-based research organization, was able to examine the advertisement-targeting techniques used by Facebook in order to demonstrate that the platform might be violating U.S. law by creating discriminatory effects in housing advertising.68

Several platforms voluntarily provide information to academics for research purposes. In April 2018, Facebook announced Social Science One (SSO), a collaboration between Facebook and a group of independent researchers to use Facebook data to “address societal issues.”69 Facebook made several datasets available to researchers, including information on election advertisements and engagement data.70

Proposals to SSO are reviewed by an independent academic panel, which makes recommendations for funding. The first batch of program grants was awarded in April 2019.71 However, many of the researchers granted awards have not been given access to information (specifically, information on “URL shares,” a particular metric of engagement)72 they were promised, which has prompted foundation funders to contemplate withdrawing financial support from the program.73 Facebook has said that it cannot provide the information because of privacy issues;74 specifically, the project initially anonymized data using k-anonymity (a system that removes identifiers until each entry is identical to k other entries, where k is a measure of how hard it would be to reidentify a given user).75 Researchers and others urged Facebook to instead rely on differential privacy.76

In addition to Social Science One, Facebook invites select researchers to work alongside its employees on complex topics such as machine learning and privacy.77 However, these academics do not necessarily work on key aspects of platform governance, such as moderation or community standards development, and it is not clear that the researchers can publish raw data or provide insights not approved by Facebook as part of their work product.

Facebook has taken some steps to provide researchers with access not just to platform data but to decision-making processes and content decisions. For instance, it has allowed St. John’s University professor Kate Klonick to witness and write on the development of the Facebook Oversight Board.78

iii. Proposals for additional access to information

The Knight Institute on the First Amendment at Columbia University suggested that Facebook should allow even more access to data for journalists and independent researchers than would be permitted under Social Science One.79 Mozilla has suggested substantial improvements in the structure of archives of political ads provided by platforms.80 The recent report to the French government suggested that researchers vetted by a government regulator should be given unfettered access to social media data to conduct accountability analyses.81 ISD has proposed additional access to information concerning certain platform algorithms to allow audits of the recommendation and prioritization functions.82 The New American Foundation has called for greater transparency in connection with algorithmic structuring of social media content.83
Recommendations

The previous sections have surveyed the landscape with respect to current platform transparency practices, the current legal framework for governing these practices in Europe and the United States, and leading proposals for reform. They investigated transparency along several dimensions:

- the operation of platform content moderation programs
- platform prioritization and recommendation algorithms
- information related to political and issue-oriented advertising
- access to platform information for independent researchers and researchers with government agencies seeking to audit the operation of these programs.

The previous section found that while current platform practices provide real transparency in some regards, the overall levels of insight into platform operations and decision making is limited. Moreover, current platform practices and legal requirements seem unlikely to move the platforms closer to socially desirable levels of disclosure, at least in the near term.

A key problem is a persistent trust gap with policy makers, which undermines the credibility of otherwise positive industry initiatives, such as public transparency reports and the public availability of advertisement libraries for researchers. This leads policy makers to enact or propose strong content-based interventionist measures, such as NetzDG, which could begin to undermine the promise of social media companies as platforms for robust and open discussion of public issues.

Strong transparency practices and requirements can provide the public and policy makers with assurances that platforms have in place policies and procedures reasonably designed to address the challenges of hate speech, disinformation campaigns, and terrorist material. They can also focus public discussion on improvements that policy makers can develop cooperatively with platforms to stay ahead of the evolving threats in this area while continuing to respect the vital platform role as exemplars of open discussion.

This section summarizes the paper’s transparency recommendations for policy makers and industry. These focus on:

1. Continued and improved public disclosure of the operation of platform content moderation programs, including:
   a. Content rules in terms of service or community standards;
   b. Enforcement techniques such as deleting, demoting, or delaying content;
   c. Procedures for the public to complain about possible rules violations;
   d. How platforms explain their decisions to affected parties; and
   e. Procedures for individual appeals in connection with enforcement actions.
2. Continued and enhanced reports to government agencies and to the public with aggregate statistics accurately reflecting the operation of the content moderation programs.
3. Technical terms of reference for algorithms used in content moderation, prioritization, and recommendation.
4. Greatly improved access to platform data for qualified independent researchers and regulators. Access to information must be in a form and quantity to permit regular and ongoing audits of these platform operations to verify that they are operating as described and intended and should include data relevant to:

   a. the operation of content moderation programs;

   b. sponsorship of political advertisement; and

   c. content-ordering techniques, including recommendation and prioritization algorithms.

The following sections explore these recommendations in more detail.

A fundamental assumption is that disclosures will be more effective as a governance mechanism if supervised by a government agency with comprehensive regulatory oversight of digital platforms. Several commentators have suggested the establishment of such a government agency with responsibilities to promote competition, protect consumers, enforce privacy rules, and oversee content moderation programs. Disclosure requirements fit naturally within this regulatory scheme.

There are strong arguments that platforms should disclose key elements of the operation of their content moderation programs. In particular, requirements for platforms to say what they do and then do what they say in connection with these programs are needed to allow consumers to make informed choices about using digital platform services. The recommended disclosures in this section will be most effective if they are part of a more comprehensive regulatory framework.

The specific recommendations below are not the final word on transparency measures. They are derived from the recommendations from groups that have reviewed current platform disclosure practices, including the European Commission, the Institute for Strategic Dialogue, and Data Transparency Advisory Group. They also benefit from the due process measures espoused in the Santa Clara Principles. A key benefit of ongoing supervisory efforts by regulators is that they allow the evolution of disclosures to fit the changes in platform technology, threats, and standards that will undoubtedly occur over time. Maintaining regulatory flexibility will allow continued development of technical and platform tools and further essential innovation. Regulators should work with platforms to modify the initial required disclosures to respond to changes in platform policy and infrastructure.

A key element of the recommendations is tiered access, which is needed to accommodate the privacy of platform users and the interests of platform companies in preserving the confidentiality of commercially sensitive information that should not be released generally to the public, but which might be crucial for regulators to perform their enforcement functions. This tiering would also allow the regulatory agency to vet independent researchers for access to platform data that will allow independent audits using information not available to the general public.

A cross-cutting recommendation concerns the need for standards in the reporting of information to the public and in releasing data for the research community. Researchers have been frustrated by the differences in the reporting practices of the different digital platforms, which impede making cross-platform comparisons based on published aggregate data. In the same way, independent research comparing platforms is more informative when the underlying data is released in a standardized, machine-readable format that facilitates comparison. Because the platforms differ in the way they collect, structure and present information to their users, this need for cross-cutting standardization faces enormous practical challenges. A regulatory agency supervising the digital social media platforms could help to coordinate the needed standards-development project. In the absence of a regulatory
program, voluntary efforts among researchers can begin and facilitate the coordination process. Efforts must be made to ensure that the standards facilitate genuine and informative comparisons that take into account the different platform rules and policies.

**Scope of Transparency Requirements**

To whom do the new transparency requirements apply? To technology companies? Platforms? Social media companies? And within this group, do the requirements apply to all companies, or just to the largest ones? Are the transparency requirements tiered, that is, do they provide for strong measures that apply to large companies and less onerous ones that apply to small- and medium-sized companies?

While these are complex and controversial questions, reasonable decisions are possible in connection with each of them. This paper adopts the position that the transparency requirements apply to social media companies. The paradigm cases of these companies are Facebook, YouTube, Twitter, Reddit, 8chan, and so on. The transparency requirements should also apply to search engines because they have their own moderation practices. Any legislative definition needs to capture these cases. A tentative definition of this group of companies might be drawn from existing or proposed laws. For instance, the transparency requirements could apply to “companies that allow users to share or discover user-generated content or interact with each other online,” which is the definition used in the UK online harms paper. This definition would include “social media platforms, file hosting sites, public discussion forums, messaging services and search engines.” A tentative definition might be to apply transparency requirements to companies that “operate internet platforms which are designed to enable users to share any content with other users or to make such content available to the public (social networks).” The precise terms of the definition would need to be further developed in the course of developing and processing specific legislative proposals.

Private social media services such as a company’s chat function or shared workspace should not be included in the legislative definition. Inevitably, there will be borderline cases, and legislation should provide the regulatory agency with sufficient, but constrained, discretion to adjudicate them.

The paper also adopts the view that the transparency requirements should apply only to the largest social media companies. These companies are the ones that are subject to widespread and increasing public concern in connection with their content moderation practices. They are where the largest audiences are to be found and where the failure to provide good content moderation and the correlative failure to adequately protect freedom of expression will create the greatest harm. A reasonable cut-off will have to be based on the number of users within a jurisdiction and will need to be relative to the size and scale of the market in that jurisdiction. For instance, the requirements of NetzDG do not apply to a social network that “has fewer than two million registered users in the Federal Republic of Germany.” Senator Warner’s proposed law applies its strongest requirements to large communications providers that have “more than 100,000,000 monthly active users in the United States.” Each jurisdiction will have to make that determination for itself.

Still, the spread of harmful material and the harms caused by secret moderation techniques already take place on smaller platforms and are likely to increase as the largest platforms improve their
disclosure practices under the pressure of regulatory supervision. These displacement effects of large company regulation are real, as problematic users move from large platforms to smaller ones to avoid platform disclosure rules. The paper proposes to deal with this likely development through the recommendation that the regulatory agency created to implement and supervise transparency rules also have the residual authority to extend these requirements to smaller and medium-size companies as needed to achieve the objectives set out in the transparency law. The agency would also have the authority to impose various tiered obligations on companies of different sizes. Rather than permanently limiting the agency to implementing a uniform set of transparency rules just for large companies, the enabling legislation should provide substantial residual authority to expand and tier regulations as the marketplace evolves.

Disclosures to Users Concerning the Operation of Content Moderation Programs

i. Platform rules

All major platforms already provide public disclosures of their content rules and in some cases the enforcement guidance interpreting the standards. Platforms should go further and release their enforcement guidelines along with the policies. This would provide needed insight into the reasons rules are made and enforced, similar to legislative history for new laws or written opinions by courts. Rules and policies must be supported by transparency to be legitimate in the eyes of broader society. Similarly, changes to platform content rules and enforcement guidelines should be communicated to users in a clear, conspicuous, and timely fashion.

Some platforms such as Reddit provide a history of changes in their privacy rules through a system of dropdown tabs that identifies their evolution over time. Wikipedia, though not a social media platform as the term is used in this paper, provides a history of the evolution of its terms of service. While this paper does not recommend this system as a requirement for all platforms, platforms might consider adopting such historical disclosures voluntarily. It is the kind of requirement that might prove to be valuable over time and should be on the list of policy tools available to the supervising regulator.

ii. Range of Enforcement Techniques

Platforms have a range of enforcement techniques to deal with violations of their content rules. Content can be delayed, demoted, or deleted depending on the nature, severity, or frequency of the offense. Accounts can be suspended temporarily or permanently.

Platforms have internal standards for making the judgment about which enforcement action is needed in particular cases. They should provide users and the public with appropriate access to these internal standards. This would prevent arbitrary and capricious treatment of certain users and help to expose different standards of enforcement that might be imposed on different groups of users.

iii. Complaint Procedures

On all the major digital platforms, users can flag a post through relatively easy-to-use options that appear alongside the post itself. By selecting one of these options, a user can report the post as a
violation of the platform standards and identify the type of violation. The complaint and associated post are routed through an automated system that determines how it should be reviewed. If this automated system determines that the content is clearly a violation, then it may be automatically removed. If the system is uncertain about whether the content is a violation, the content is routed to a human reviewer.

This process should be more clearly explained to users who file a complaint, as well as any follow-up procedures that complainants may use if their complaint is rejected or the enforcement action is not appropriate in their judgment.

iv. How platforms explain their decisions

Platforms currently send users whose content has been deleted, delayed, or demoted a message saying that the content violates a community rule. To improve transparency, platforms should cite the specific provision of their rules that the post violated, and why the content was thought to violate that provision. They should provide a link to that provision and to the enforcement guidelines related to that specific provision.

Platforms sometimes respond to users who complain that a post violates a community standard. Platforms should respond to all complaints, letting complainants know what has been done in connection with the complaint. If the post is left up because the platform has judged that it does not violate community standards, the platform should provide the complaining user with an explanation of why it was found permissible.

If the post has been demoted or its distribution delayed or restricted, the platforms should explain both to the complaining party and to the user whose content was affected why that enforcement action was selected rather than any other. Platforms should take necessary steps to protect the complaining party from retaliation or other abuse resulting from the complaint. If there are opportunities to ask for further review of the material, these opportunities should be clearly explained at the time the platform responds to the user’s complaint.

v. Appeals process

Platforms currently notify users when their content is no longer available to other viewers and offer users an opportunity to request a review. Platforms should provide users who request a review the opportunity to explain why their content did not violate the community standard cited. In its response to the user, the platform should acknowledge these points and reply appropriately.

Most platforms do not provide complaining users with the opportunity to seek further review in cases where the initial complaint is denied, or the enforcement action is thought to be inadequate. Platforms should provide this additional opportunity for review and inform users of these opportunities at the time they respond to the initial complaint.

Enhanced Public Reporting
Platforms release regular transparency reports in part to respond to legal requirements, such as the reporting obligation in NetzDG, and in part to respond to public concern about the extent, rationale, and effectiveness of their content moderation programs. Platforms should maintain these disclosure programs and improve them along the following lines.

i. **Accuracy of content moderation enforcement efforts**

Platforms typically screen all content via matching algorithms to reidentify content which has already been identified as inappropriate and fingerprinted in a database for that purpose. For instance, platforms consult their own fingerprinted databases of content that previously was found to be terrorist material or child exploitation, and check hashtag databases maintained by external organizations such as GIFCT for terrorist material and the Internet Watch Foundation for child exploitation images. After this initial screening, the material is posted and subsequently subjected to further automated screening using systems deemed sufficiently reliable to determine likely violation of standards. If the automated system shows a clear violation, such as material that is highly likely to be nudity or a new child exploitation image or fresh terrorist content, the material is removed without further human review. If the judgment is uncertain, or if the material has been flagged by a user as a potential violation, then it is routed to a human reviewer. Platforms sometimes sample reviewer decisions and subject them to further review to determine the “correct” decision.

Some platforms allow users to ask for a second review of material that has been removed, which can result in restoring the material to the site. Platforms generally do not offer a second review when a user flags a post as violating, but the platform decides to leave the post up.

Some platforms publish standard measures of accuracy of their automated detection and removal systems. For instance, they publish “recall,” the percentage of posts that were correctly labeled by automated systems as violations out of all the posts that are actually violations. But these accuracy measures are not broken down by type of violation. Because of this, readers have no way of knowing the accuracy rates of automated systems for different types of content (whether the systems are very good at detecting pornography, for example, but struggle with hate speech). Further, the platforms do not publish measures of the accuracy of their human reviewers, which they could do through a reassessment of a sample of human reviews. They typically do not publish reversal rates, although Facebook did do so for the first time in its 2019 report on enforcing its community standards.

Platforms should publish accuracy rates for human reviews, break down the standard accuracy measures to reveal the true and false positives measures on which they are based, and disclose the reversal rates based on a second human review. In addition, these measurements should be available by type of violation, keyed to infringement of specific platform content rules. For human-based content moderation, this level of disclosure will mean that the platforms will have to develop and formalize internal processes and policies to meet a standard of auditability by an external independent auditor. These improvements will give the public a clearer picture of the effectiveness of the enforcement programs.

ii. **Reporting the extent of content violations on platforms**
Major platforms already publish statistics on the content that violates their community standards or local law. These statistics are made public through voluntary reports, reports issued in conjunction with industry-government collaborations on codes of practice, and mandated transparency reports.

Some platforms report the prevalence of content violating community standards or local law as a percentage of all content viewed. They should consider an additional prevalence metric: the number of “bad” posts in comparison to the number of total posts. It is important to include both as a percentage of viewed posts and as a percentage of all posts. The number of bad posts viewed is affected by recommendation and prioritization algorithms. It is also affected by the effectiveness of automated removal systems that proactively detect violating content and block it before it is posted.

It would help the public to understand the extent to which the input into the platform is problematic rather than just measure the output to the viewers. This would provide an assessment, at a point in time and over time, of the propensity of platform users to violate specific content rules and allow correlations to outside “triggering events” in the real world such as a terrorist incident. It would also provide a way to assess the role of content ordering and moderation systems in blocking or disseminating violating content within the platform.

iii. Reporting on actions taken in response to complaints

Digital platforms often report the actions they have taken as the number of posts or accounts for which they have taken any content moderation step at all, such as blocking a photo or downgrading the material in recommendation engines or removing an account.

Platforms should report the content moderation actions they take broken down by the type of action taken. This would provide an understanding of their propensity to use a severe enforcement action such as account deletion in contrast to a milder action such as downgrading the content. This would be especially valuable if provided by type of violation such as hate speech versus terrorist material. In addition, the number of actions should be reported as a percentage of all posts or accounts involving violating content. This provides a picture of the effectiveness of the enforcement effort and the relative importance of different enforcement techniques. In addition, platforms should report the actions taken by the number of users or accounts involved, discounting the fake accounts. This would provide a sense of whether the source of the violating content is a large percentage of users or accounts or whether a small fraction of users or accounts create the bulk of the content moderation issue.

iv. Measures of effectiveness of content moderation programs

Platforms often report how much violating content is detected and what action is taken before users report it. Facebook calls this reporting an assessment of its proactivity, and it is measured as the platform-detected violating content as a percentage of all content the platform ultimately determines has violated a standard, which includes both the automatically detected content and the content reported by users. So, for instance, of the nudity that was ultimately removed, the platform might have detected and removed 95% before users saw it, leaving only 5% that was reported by users and removed by the platform.

But this metric is potentially misleading. A high percentage in this proactivity measure might lead readers to conclude that the automated systems are very effective. But the metric does not record the
content missed by both the automated system and the users. To get a better estimate of effectiveness, a platform should first estimate the total amount of content that violate its rules, which it can do through a sampling and review procedure independent of its enforcement process. The amount of content that the platform detects before users do can be presented as a percentage of this estimate of all content violating standards.

v. Additional information to achieve outward transparency

In addition to the measures listed above, the mandate for issuing public reports should focus on outward transparency by requiring social networks to disclose essential information on how they operate their core functions. This should include (i) how they rank, organize and present user-generated content; (ii) how they target users with unsolicited content, at their own initiative or on behalf of third parties, usually as a paid service; and (iii) how they moderate the content being published on their platform. The regulator will prescribe the details of what level and structure of information is required to ensure that the relevant information needed for outside audits is presented to the public.

Outward transparency should rely on the obligation to release and maintain up-to-date reference documents on each core function including ranking, targeting, and moderation. These documents should be released in a timely manner, without undue delay, so that researchers and regulators can make use of them while they are still relevant. Platforms should disclose the core structure of the algorithms and how they were developed or trained for machine learning algorithms. The information disclosed should be sufficient to allow an expert to advise policy makers and civil society representatives who engage in the open policy dialogue on substantive issues.

In some instances, disclosing some feature of the platform algorithms could create opportunities for malicious third parties to circumvent or abuse platform security and potentially harm or mislead its users. In those circumstances, regulators should work with platforms to ensure that whatever data is released is both sufficiently transparent and adequately protects the security of the platform. A robust and transparent waiver program would enable such a dialogue to take place.

The regulator should have the authority to prescribe and adjust over time the depth and scope of the disclosure requirements, based on the needs arising from the open policy dialogue and following public consultation of all interested parties. In addition, the regulator should have investigative powers to cross-check the accuracy of the information released to assure the public that the information accurately reflects the underlying processes.

Access to Data for Researchers and Regulators

Disclosures to users and public reports can provide essential elements of transparency, which provides value in its own right as an accountability measure and a means to enable additional accountability measures. But the value of disclosures relies on a level of trust in the platforms themselves that is lacking in the current climate of opinion, even when regulators or researchers have tools to check the validity of information released. Good governance, moreover, should rely as little as possible on trust. Public companies, for example, rely on external auditors who have access to their books and records to reassure investors concerning their financial health. In a similar way, digital platforms must open
their operations to an appropriate degree in order to assure the public that their systems are functioning properly.

In addition, algorithms, especially machine learning algorithms, may exacerbate unintended biases that are not known by the company itself and thus are not captured and disclosed under an outward transparency scheme. These biases can often only be revealed by an active scrutiny review.

For these reasons, as an additional transparency measure, researchers and regulators should have access to platform data to audit the systems involved and assure the public that they are operating as intended and without unintended bias. These disclosed assessments would enable a public judgment concerning whether the companies are operating in the public interest in connection with their content moderation activities. This section describes this paper’s recommendations for access to data.

This type of inward transparency should rely on the obligation of the major social networks to develop, at their own cost, a secured platform for accredited outside researchers to access the needed data to implement research of general interest, implement the needed data processing, and extract the results without compromising the private data of users and the value of the aggregate data of the social network.

The process should be supervised by an independent regulator in charge of:

- Defining priorities for research of general interest, following a public consultation and based on the policy dialogue of substantive issues arising from social network operations.
- Organizing the process through which academics can apply for access to the platform. The platform itself should not decide on the merits of the research considered but rely on peer review committees following academic standards and set up under the supervision of the regulator. The social networks should have the opportunity to comment on the proposed research project.
- Settling disputes between social network and academics that arise from the implementation of this controlled access.

A basic presumption of these recommendations is that a system of tiered access is essential. Some data needs to be widely available to the general public and freely available to researchers to conduct whatever research they deem important and worthwhile. Other data might be sensitive, for content, privacy or commercial reasons, and this material should be restricted to researchers vetted by or working with the supervising regulator.

Businesses spend resources to collect and organize data concerning their own systems for their own business purposes. The requirement for transparency in connection with these systems of business records should not, in general, impose an obligation on the platforms to develop or collect new data. The data they need should already be available within their management systems. The needs of transparency might require that the data be organized or sorted or presented to the outside world in ways that go beyond business needs. To some degree platforms are doing this already when they construct their transparency reports. The recommendations in this section are designed to provide a reasonable level of transparency for outside researchers and regulators without an undue burden on the platforms themselves.

i. **Access to data on the operation of content moderation programs**
In addition to the metrics that platforms themselves publish, platforms need to improve the amount, nature, and format of information on the operation of their content moderation programs they provide to outside researchers and regulators so as to allow comprehensive audits.

A key element of the successful operation of content moderation programs is an effective and efficient complaint process. This paper recommends that platforms commit to archiving complaints, allowing third-party oversight of issues that have triggered user complaints and the record of the platforms in responding to these complaints. This disclosure information should include the complaint itself, the content that was the subject of the complaint, the action that was taken or not taken in response to the complaint, the alleged rule violation, the time it took to respond to the complaint, whether a second review was requested, and the outcome of any second review. The material would need to be in machine-readable format to facilitate computational analysis. It should be searchable by anonymized ID, date, nature of content and content rule (allegedly) violated. To protect the privacy of users, all complaint data should be anonymized using reasonable techniques such as k-anonymity or differential privacy. All users of the archive should be under a contractual obligation to avoid all attempts to reidentify the individuals involved and should be subject to suspension of their access to the complaint archive for violation of the prohibition on reidentification.

In addition, researchers need the underlying data upon which published estimates of errors are based. This applies to the algorithms that are used for initial screening, as well as the algorithms that are used to identify content that is likely to violate platform rules. It also applies to initial human reviews, further reviews as requested by complaining users or users whose content has been deleted or downgraded, and the reviews of samples of moderated content that are used to establish an internal baseline of accuracy.

The platforms should develop a mechanism to make disaggregated data on the prevalence of violating content available to third-party researchers. In this way, outside researchers will be able to duplicate the published platform aggregate data, thereby increasing trust in the reported results. Platforms should preserve consumer privacy in releasing this information using protective statistical techniques such as k-anonymity or differential privacy. In meeting this challenge of balancing transparency and individual privacy, platforms can be guided by the experience of statistical agencies such as the U.S. Census Bureau.

In some cases, such as those involving terrorist material or child exploitation images, public disclosure of the content taken down would be counterproductive. In these and in other cases where auditing is important but public disclosure problematic, platforms should retain copies of the relevant information for review by a supervising government agency, with access provided only to researchers approved by the agency. In cases where privacy interests or commercial secrets are of the utmost concern, reasonable privacy safeguards backed by contractual obligations might not be sufficient to protect these interests. In these cases as well, information can be supplied to the agency and made available only to approved researchers.

\textit{ii. Political advertising}

Political advertising can be a major vector for disinformation campaigns, which have the potential to disrupt and challenge the integrity of democratic processes. In response to this challenge, platforms have committed to creating archives of political ads for researchers to access in real time. The hope is
to detect advertising campaigns that aim to disrupt elections in a timely fashion and to conduct long-
term research to reveal the methods used so as to guard against them more effectively in the future.

Despite much progress in this area and good intentions on the part of the platforms, researchers and
other commentators have found significant flaws in these archives of political ads.\textsuperscript{102} They recommend
significant changes to improve the flow of information and to encourage, not limit, research.

In connection with voluntary efforts to provide access to platform data about political ads, this paper
generally endorses the recommendations of the Mozilla Foundation.\textsuperscript{103} The types of ads covered
should include electioneering content, ads concerning candidates or holders of political office, matters
of legislation or decisions of a court, and functions of government. The information disclosed should
cover the content of the ad, the targeting criteria, the number of impressions, user engagement beyond
viewing the ad, and the price paid to place the ad. The method of disclosure should provide unique
identifiers for the ads and advertiser, machine-readable access, the ability to quickly download large
amounts of data in a timely fashion, including historical data, and search capability by ad content,
author and date. Platforms should make political ads available within 24 hours of publication, maintain
access going back 10 years, and create programming interfaces to allow long-term studies.

As with all efforts to improve disclosures, the details of these voluntary efforts need to be worked out
cooperatively with the platforms and the research community. A priority should be the establishment
of an institutional outreach structure that allows modification of access functionality as the nature of
political ads changes and research needs evolve.

Nevertheless, the nature of these disclosures should not be limited to what the platforms can work
out with researchers. Policy makers should establish a floor for adequate disclosure to ensure that a
minimum of needed information is available to conduct adequate audits of the use of platforms for
political advertising purposes.

This paper recommends that legislatures require public disclosures in connection with political ads on
platforms. In particular, it is generally supportive of the requirements of the Honest Ads Act, believing
that the disclosures required by that legislation would be a meaningful start to better platform
transparency.\textsuperscript{104}

Platforms must disclose information about advertisements urging the election or defeat of candidates
for public office and paid political issue-oriented ads in a publicly accessible database in a machine-
readable format.

The ads to be included in this database are reasonably defined in the Honest Ads Act, focusing on any
advertisement made by a candidate or that communicates a message relating to “any political matter
of national importance” which includes “a candidate,” “any election to Federal office,” or “a national
legislative issue of public importance.” The file should be maintained for a period of years sufficient
to allow retrospective research. Many of the details of the terms of access and search capabilities are
complex technical issues that would need to be sorted out in a public rulemaking by an expert agency,
but should provide at a minimum that researchers be able to search the database by candidate name,
issue, purchaser and date.

This paper recommends covering issue ads when the sponsor pays the platform for enhanced
distribution or targeting. They influence the political conversation and can directly or indirectly affect
the outcome of elections. But advocacy activity on issues of public importance that do not involve
payment to the platforms would not be covered by requirements for disclosure of political ads. If
advocacy activity not involving payment to social media platforms needs to be regulated to ensure authenticity, this must be done separately from requirements for disclosure of political advertising.

The information needed in the file would include: a copy of the advertisement, a description of the audience targeted, the number of views generated from the advertisement, and the date and time that the advertisement is first displayed and last displayed; the average rate charged for the advertisement; the name of the candidate, the office sought or the national legislative issue involved; and information about the purchaser of the ad. A crucial element is that both targeting information and audience information needs to be disclosed.

Finally, the agency involved in supervising the mandated disclosure requirements should have ongoing regulatory responsibility for the conduct of platforms in connection with political ads in much the same way that the Federal Communications Commission in the United States maintained its supervisory role over the required broadcasting and cable disclosures concerning political ads. In conjunction with this supervisory role, the agency should have broad powers to access information for enforcement purposes that might not be made available to the general public or to scholarly researchers.

This agency collection and use of platform information for enforcement purposes should be carefully crafted to prevent agency coercion of platforms or political actors for the political ends of the agency itself or the political party that happens to be in charge of the government. The agency should be prohibited from reaching into the activities of the platforms to direct or dictate a political outcome or to gather intelligence to be used to favor some political actors over others. The agency would need to conduct public rulemakings with court review to ensure consistency with the authorizing statute and to prevent arbitrary and capricious action. The rulemakings should also determine the types of information to be collected for disclosure enforcement purposes, the measures to ensure that platform information warranting confidentiality is not revealed to the public, and the oversight mechanisms to protect against political abuse of the agency’s enforcement powers. Some possible agency uses of platform information for enforcement activities are listed below.

Regulators might seek to conduct their own research through in-house experts or specialist contractors to verify the real identities of political advertisers who do not fully disclose who they are when they buy ads, and to put into place identity verification requirements to mitigate the risks of misidentification. Such minimum verification requirements could build on the systems some platforms already have in place and would have the advantage of uniformity and the legitimacy of action based on a democratic mandate from a legislative or regulatory body.

The agency would also need regulatory and research powers to investigate the extent to which native advertising techniques can be used to escape political ad disclosure. When a political advertiser pays a sponsorship fee to a platform for distributing editorial content, this might not be included in the list of political ads disclosed in an ad archive. Platforms and the regulatory agency would need to work together to find a way to identify and include these paid efforts to influence the political landscape in political ad disclosures.

Targeting criteria used by platforms need to be disclosed to the public, but the level of granularity involved can jeopardize user privacy, since advertisers sometimes target their campaigns based on personal information such as email address or telephone number. The trade-off between transparency and user privacy cannot always be specified in advance and might need ongoing supervision by the regulatory agency involved, and consultation with data protection authorities.
iii. Content-ordering techniques

Algorithms determine the priority of content delivered to platform users and construct recommendations for users to explore further content. The basis for these content-ordering techniques is unclear, but they seem designed to maximize attention or user engagement with the platform, without regard to substantive content. As a result, critics have alleged that these algorithmic ordering techniques can lead users into further exploration of terrorist material, disinformation campaigns and material promoted by hate groups.

In principle, these same techniques could also be designed to pursue a political objective. Platforms have the capacity to use content-ordering techniques to promote certain ideas. One can imagine that a platform might one day decide to increase the visibility of certain content, increasing, for instance, the awareness of climate change or promoting their preferred course of action in connection with a public policy issue. As part of the principle of freedom of expression, they should be permitted to do so, subject to any applicable regulations.

Information about these algorithms is needed to audit their role in disseminating and amplifying problematic content, or simply in influencing the public debate and the formation of public opinion. In the latter case, such disclosure is a direct counterpart of the freedom they enjoy and the corresponding accountability principle. Internal reviews are key, but it is important that independent researchers and regulators have sufficient access to these algorithmic techniques to evaluate their role in increasing the distribution and salience of problematic content or platform-preferred political content, and to recommend or establish measures to reduce the prevalence of this material or otherwise to regulate it.

Revelation of the source code or formula of the relevant algorithm is widely viewed as irrelevant. The key auditing measures are disclosure of the aim being pursued in designing the algorithm, input-output analysis to assess unintended effect, and an understanding of the key factors at work in recommendation and personalization algorithms. For this reason, enough information has to be available to outside researchers to enable them to conduct these audits.

Audits based on information available to the public might necessarily be more limited than audits based on all the information available to the platform itself. Platforms have access to the formula used in content moderation and content-ordering algorithms and can use that information to troubleshoot. But an input-output study is still possible as demonstrated by the Upturn study cited earlier. Similar, external testing might be able to detect recommendation and personalization outputs that privilege hate speech, disinformation campaigns or terrorist material, or actively promote a legitimate opinion.

When a platform seeks to adjust an algorithm, it should publish enough information about the change to allow outside researchers to assess the implications of the change. For instance, when YouTube recently adjusted its engagement algorithm it released an assessment of the changes, but not enough information for researchers to understand whether the changes would make the algorithm better at recommending more addictive content or better at controlling rabbit holes of hate speech and terrorist material.

In addition, the public and the regulator need an understanding of the major factors at work in the operation of these algorithms. This need not be the formula or source code, but rather a description of the key factors driving the operation of the classifiers that govern the content-ordering functions.
In the credit-granting context, the provision of explanations is standard procedure and has been for generations. Credit-granting institutions and the service providers that furnish risk assessment tools have built into their systems and business models the capacity to respond to the regulatory requirements for notices in connection with adverse actions that list the major factors involved in denying a loan or providing it with more stringent terms and conditions.\textsuperscript{108}

For this reason, this paper recommends that the regulator have the power to request explanations about the way algorithms operate, and to require platforms to provide these explanations in appropriate form to platform users.

Transparency also requires clarity about the purposes or objectives of algorithm optimization. In other contexts, it is clear what is being predicted – for credit decisions, for instance, the lender wants to know the probability of default. But the objective of content-ordering algorithms is not clear to the user, to the regulator or to the outside auditing researcher.

The input data is a crucial element needed for successful audits. As ISD has recommended, “The regulator should be able to identify and assess what data was used to train the algorithm, how it was collected, and whether it is enriched with other data sources, and whether that data changed over time.”\textsuperscript{109}

Conclusion

The recommendations in this paper are designed to further the public’s interest in the transparent operation of digital social media platforms. This transparency aims to ensure that these platforms provide both effective content moderation and a robust environment for free expression on crucial matters of public importance. Some of the recommendations are detailed and focused on technical measures for assessing and presenting clearly how content moderation systems work. But the general thrust is more important than any of the detailed recommendations.

The transparency measures described in this report find their natural and most effective home in a supervising regulatory agency with authority to enforce, implement and upgrade this regulatory structure, including its transparency requirements.

Still, better should not be the enemy of good. Much can be done without legislation and the oversight of a dedicated supervisory agency. This paper’s call for further legislation should not be interpreted as a recommendation to end or curtail the valuable voluntary efforts that the major platforms are pursuing. On the contrary, many of its specific recommendations can be incorporated into these ongoing efforts.

The key area for disclosure is the content moderation system itself, especially concerning how users can take advantage of a platform’s complaint process. This will be of vital concern to many users who want to preserve a digital social media platform free of harmful material, but one that allows them full freedom to express views on controversial issues. A second level of disclosure consists of public reports describing for both users and subject matter experts how the relevant internal systems are performing. These reports need to contain enough detail for experts to understand the systems and make recommendations to governments on improvements. Finally, there need to be data disclosures to researchers and regulators to enable audits. This last level needs tiering to protect other interests,
including privacy and commercial secrets, so that access is provided only to vetted researchers when needed.

The recommendations for transparency are intended to set out a gradual, pragmatic and proportionate approach for governance of digital social media platforms. They will allow the regulator to build and adjust the enhanced transparency standard over time with constant feedback loops. This allows the regulator to adapt the scope and the depth of the disclosure to the evolution of substantive issues, based on open policy dialogue. The approach requires the regulator to provide guidance and eventually to decide upon the needed limits to such transparency requirement and the trade-off between the general interest for such disclosure, the privacy interests of platform users, and the private interest of the social networks, including, inter alia, the adversarial impact of some disclosure, which could jeopardize the integrity of social networks.

The transparency system outlined here is not the only regulatory measure that might need to be taken. But it is a crucial first step that will provide needed information for open and informed policy discussions. Moreover, it has a key advantage over more intrusive content-based measures. It limits the dangers to democratic self-governance that arise when government agencies are able to control the flow of information citizens rely upon for making democratic decisions.
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3 “France’s lower house passes online hate speech law” (France24, July 9, 2019, https://www.france24.com/en/20190709-frances-lower-house-passes-online-hate-speech-law) obliging social media networks to remove hate speech in 24 hours. Sites that fail to comply with the law by not removing "obviously hateful" content risk fines of up to $1.4 million.


9 This paper is agnostic whether the supervisory agency is a brand new entity or whether it is part of an existing regulatory agency such as, in the United States, the Federal Communications Commission or the Federal Trade Commission or in Europe media regulation agencies such as CSA in France or OFCOM in the United Kingdom.


11 The U.S. Federal Trade Commission has experience in treating commitments by industry as enforceable promises and has taken action against companies who violate these pledges in cases concerning the privacy shield commitments by U.S. companies to abide by certain privacy practices and also in cases involving company commitments to certain privacy practices in the area of the privacy of student information.
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Facebook is beginning to provide these reporter appeals. In its November 2019 Community Guidelines Enforcement Report (https://transparency.facebook.com/community-standards-enforcement/guide), Facebook says, “We are beginning to provide appeals not just for content that we took action on, but also for content that was reported but not acted on. These reporter appeals are not included in the report.”

These laws are enforced in the United States by the Securities and Exchange Commission. See the list of U.S. security laws at https://www.sec.gov/answers/about-lawsshtml.html.


For instance, disclosure that Cloudflare provided service to white nationalists and other prompted them to rethink their provision of service to 8Chan, a social media service that was instrumental in spreading the Christ Church video and provided inspiration for the shooter who killed 20 people in an El Paso Wal-Mart. See Matthew Prince, “Terminating Service for 8Chan,” Cloudflare Blog, August 4, 2019, https://blog.cloudflare.com/terminating-service-for-8chan/.


Senator Josh Hawley (R-MO) introduced legislation to make Section 230 liability protections conditional on certification of political neutrality in content moderation by the Federal Trade Commission.

It should be a source of concern to those urging content-based restrictions that countries whose traditions do not emphasize liberal values and individual rights are at the forefront of these measures. As noted before Singapore has a new strong law against propagating “false statements of fact.” Newspapers in China are urging Hong Kong to adopt a similar measure to deal with the “fake news” on traditional media and social networks concerning the Hong Kong demonstrations. See “Hong Kong Needs to Fight Fake News through Legislation,” Global Times, October 8, 2019, http://www.globaltimes.cn/content/1166303.shtml. Under legislation proposed in Russia in October 2019, platform companies would have to take down illegal content and block users posting it within 24 hours if asked to do so by the state communications agency. See Reuters, “Russian Lawmakers Look to Ban Email Users Who Share Illegal Content,” The Moscow Times, October 9, 2019, https://www.themoscowtimes.com/2019/10/09/russian-lawmakers-look-to-ban-e-mail-users-who-share-illegal-content-a67657.
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Introduction

As governments, companies, and people around the world grapple with the challenges of hate speech, terrorist propaganda, and disinformation online, “artificial intelligence” (AI) is often proposed as a key tool for identifying and filtering out problematic content. “AI,” however, is not a simple solution or a single type of technology; in policy discussions, it has become a shorthand for an ever-changing suite of techniques for automated detection and analysis of content. Various forms of AI and automation are used in ranking and recommendation systems that curate the massive amounts of content available online. The use of these technologies raises significant questions about the influence of AI on our information environment and, ultimately, on our rights to freedom of expression and access to information.

What follows is a compact position paper, a first version of which was written for the Bellagio, Italy, session of the Transatlantic Working Group (TWG), Nov. 12-16, 2019. It discusses the interface of AI/automation and freedom of expression, focusing on two main areas.

Part I focuses on content moderation and the use of automated systems for detecting and evaluating content at scale. Part II focuses on content curation and questions about the role of recommendation algorithms in amplifying hate speech, violent extremism, and disinformation.

For both content moderation and content curation, the paper explores the use of AI and other forms of automation. In particular, it focuses on their use in the fight against hate speech, violent extremism, and disinformation. On that basis, we reflect on the need for new freedom of expression safeguards tailored to these new automated forms of speech governance.

This paper and its recommendations take into account the transatlantic nature of the TWG and are therefore intended to speak to both U.S. as well as EU legal contexts. The authors are grateful for the discussions and observations produced by participants in the TWG meeting at Bellagio, many of which have been incorporated into this report and the recommendations that follow. The text of the paper remains the sole responsibility of the authors.

Key Recommendations

1. Speech governance debates should not focus exclusively on AI technology as such, but take into account a broader range of automating technologies and processes, including simpler forms of automation and algorithmic systems.

2. Automation in content moderation should not be mandated in law because the state of the art is neither reliable nor effective.

3. Entities that use automation in content moderation should provide greater transparency about their use of these tools and the consequences they have for users’ speech, privacy, and access to information.

   a. Priority should be paid to enabling availability of research data while respecting users’ privacy and data protection rights, and in particular to resolving the questions of
whether or how data protection regimes in the U.S. and Europe constrain the sharing of data for research.

4. Policy makers should resist simplistic narratives that lay the blame for harmful content online exclusively with “algorithms.” Instead, policy makers should recognize the role of users and communities in creating and enabling harmful content. Solutions to policy challenges such as hate speech, terrorist propaganda, and disinformation will necessarily be multifaceted.

5. Regulating ranking algorithms raises free speech risks comparable to outright removal of content and should be treated with comparable safeguards. Content regulation via ranking decisions is particularly problematic due to the lack of transparency in this space and the potential for far-reaching and unintended consequences for online discourse.

6. There is no such thing as a “neutral” recommendation algorithm and policy makers should therefore avoid simplistic mandates for “neutrality” or “non-discrimination.”

7. Potentially fruitful measures to address harmful content in recommendation systems include:
   a. Enhancing user agency by providing the option to choose between different approaches to ranking.
   b. Media literacy and awareness programs.
   c. Enhancing public transparency about the design and performance of recommendation systems.

Part I: Automation in Content Moderation

Introduction

Enormous amounts of content are uploaded and circulated on the Internet every day, far outpacing any intermediary’s ability to have humans analyze content before it is uploaded. Many companies and governments are turning to automated processes to assist in detection and analysis of problematic content, including disinformation, hate speech, and terrorist propaganda.

“AI in content moderation” is a very broad concept: In one sense, there is very little true “artificial intelligence” in use in content moderation systems. As it is typically used in law and policy conversations, however, AI in content moderation can refer to the use of a variety of automated processes at different phases of content moderation. These processes may be as simple as keyword filters, but they may also rely on machine learning and can include a number of tools and techniques. In this section we will examine a variety of machine learning processes and discuss how they are used in different phases of content moderation.

Content moderation on a site or service with a global user base requires the application of a set of rules or standards for speech that may occur in many formats (such as text, images, video, or audio), on any subject, in potentially any language or dialect, from thousands or millions of cultural contexts. As a recent report from Cambridge Consultants noted, content moderation raises a number of challenges, “such as ambiguity within a certain piece of content, the change of meaning within a post
when context is considered and the potential for bias in the moderator. AI moderation has to contend with the same set of contextual challenges, along with a number of AI-specific technological challenges.”

In content moderation, automation can be used in the related phases of proactive detection of potentially problematic content and the automated evaluation and enforcement of a decision to remove, tag/label, demonetize, demote, or prioritize content. Machine learning tools can also be used to automate the generation of content and accounts. Understanding these capabilities for creating new material can also aid in the detection of it, including tools for the evaluation of manipulated imagery, such as “deepfakes.”

Key concepts in machine learning

Supervised learning involves training a model based on a labeled or annotated training dataset. For example, a research team that is building a tool to identify hate speech on a social media platform could label a corpus of posts as “hate speech” and “not hate speech” (or as “racist,” “homophobic,” “anti-immigrant,” and “not hate speech,” or any other set of labels). These labels assist the machine learning model in identifying features of the data that help to distinguish the various categories of posts from one another. Supervised learning models can be effective at developing classifiers to distinguish or categorize different inputs, but they can be resource-intensive to train, as they require substantial quantities of hand-labeled inputs. Further, as discussed below, the processes of generating the training dataset and having one or more people label it can introduce biases and errors into the model.

Unsupervised learning involves training a model based on an unlabeled dataset; the model learns to identify underlying patterns and features within the data. Unsupervised learning can, for example, be used to develop a corpus of word pairs that often occur together in a text. These pairs can then serve as the “labeled” training data for a tool like Word2Vec that assesses the relationships among words called “word embeddings.” Word embeddings can be a powerful way to automatically parse text, but such tools can also inadvertently “learn” associations in the underlying text that reinforce cultural biases.

There are a number of different types of algorithms that are frequently used in machine learning. For instance, supervised learning often uses linear regression or decision tree algorithms, whereas unsupervised learning uses K-means clustering or Apriori association rule learning.

Discriminative algorithms are those that apply a classifier to determine whether an input should be labeled as fitting into a particular category (e.g., spam or not spam). Generative algorithms, by contrast, start from a particular label and predict what features or characteristics the “input” should have.

Mathematical models are what encode the results of the machine learning done on the dataset. A neural network is a layered machine learning model akin to the connections among neurons in the human brain. Convolutional neural networks (CNN) are a type of neural network commonly used to evaluate image data. Recurrent neural networks (RNN) are neural networks that incorporate outputs from the system into subsequent runs and are thus better able to process sequences of information.
Capabilities and limitations of automated content analysis

Analysis of text

Automated blocking and removal of online text predates sophisticated machine learning techniques: some of the earliest automated content moderation systems relied on keyword filtering to block posts or access to websites that included certain words and phrases. Keyword filtering is notoriously overbroad and underinclusive, blocking words regardless of their context or meaning and failing to filter content not specified on the list of prohibited terms.

Natural language processing (NLP) is a field of study that seeks to enable computers to parse text in a more comprehensive way, closer to the way that a human would understand the text. NLP tools can be trained to predict whether a text is expressing a positive or negative emotion (sentiment analysis) and to classify it as belonging or not belonging to some category (such as the hate speech classifier described above). NLP tools are often trained on text that has been stripped of features such as URLs, usernames, and multilingual communication, but some researchers are beginning to experiment with incorporating information from emojis into sentiment-analysis tools.

A well-known example of an NLP tool is Google/Jigsaw’s Perspective API, an open-source toolkit that allows website operators, researchers, and others to use Perspective’s machine learning models to evaluate the “toxicity” of a post or comment. Perspective provides a good illustration of both the capabilities and limitations of a sophisticated NLP tool. It has been used for a variety of applications, including as a tool that comment moderation systems use to warn users that they may be posting a “toxic” comment and to give them the opportunity to revise their comment. But Perspective, and the concept of evaluating “toxicity” of comments, is far from perfect; soon after the Perspective API was launched, researchers began exploring ways to “deceive” the tool and express negativity that slipped under the radar, and researchers continue to identify bias in the tool, such as misclassification that disproportionately affects different racial groups. The Conversation AI research team behind Perspective cautions, "We do not recommend using the API as a tool for automated moderation: the models make too many errors.”

Machine learning models can also be used in the generation of text. Earlier this year, the OpenAI research team announced the public release of their GPT-2 language model, a predictive text tool that was trained on a dataset of eight million web pages. The text generated by the GPT-2 model can be fairly complex and, according to the researchers, regularly outperforms the previous state-of-the-art models for text generation. The research team made a widely publicized decision to release only a smaller, less capable model for public scrutiny and use, “due to concerns about large language models being used to generate deceptive, biased, or abusive language at scale.” Six months later, it released a larger version of the model along with a paper discussing the lessons it had learned through this “staged release” strategy which has allowed OpenAI and other researchers to more fully consider the implications and potential malicious uses of this technology. (Meanwhile, two graduate student researchers at Brown University attempted to replicate OpenAI’s full GPT-2 model and released their version publicly in August 2019.)
**Analysis of images**

Automated image-detection and -identification tools can range from fairly simple systems designed to detect previously identified content to more complex tools designed to discover features of novel content. Hash values are unique numerical values that are generated by running a specific algorithm on a file; the hash function calculates the numerical value based on characteristics of the file, and can be thought of as generating a specific “digital fingerprint” for that file. A system can run the same hash function on novel/newly uploaded content and detect whether the novel content matches the hash value of previously identified content.

For simple hashing, the characteristics that the function evaluates can include things like dimensions of the image and specific color values of pixels; changing any of these characteristics, however, can completely change the hash of the altered file, which makes simpler hashing functions easy to circumvent if the goal is to evade detection. A more sophisticated approach, perceptual hashing, can be more resilient against circumvention by calculating hashes based on relationships among pixels and accounting for minor variations in the resulting hash. Microsoft’s PhotoDNA tool, for example, converts an image to black and white, resizes it to a standard size, divides the image into a grid, and calculates the hash based on the intensity gradient of each black-and-white square. These transformations of the image, as part of the hash function, help to counteract minute changes to the image that could stymie simpler hash functions.

Other approaches to image analysis, including machine learning methods and techniques from the field of computer vision, work to detect the presence of specific elements or features in an image, such as symbols or logos, weapons, or nudity. Tools that are designed to detect pre-identified images, such as a specific symbol or logo, need to be able to identify variations of that symbol in different lighting conditions, resolutions, and rotation/skew. Optical character recognition tools can identify text in an image and convert it into machine-readable formats, which is an essential step to using natural language processing to evaluate the meaning of text.

Tools can also be designed to classify whether an image contains a feature such as nudity. One approach to detecting nudity in an image has been to analyze the proportion of pixels in an image that fall into a specific color range that has been pre-identified as representing skin color. This kind of tool is vulnerable to misclassification of underrepresented skin tones and of objects or scenes with the same color palette as the training data (for example, deserts). More involved machine learning tools will use skin-tone detection as a component of their analysis, along with other image-parsing processes to detect, for example, the presence of faces and distribution of body parts. Such tools then use this underlying information about the components of an image to generate a classifier to identify likely nudity or sexual activity. Even more complex tools, however, can erroneously classify content to a significant degree when they are used on mass-scale, highly variable datasets like social media postings, as Tumblr discovered when it implemented its ban on nudity and sexual content, which yielded a wide variety of false positive results.

Other deep-learning methods enable techniques such as scene understanding, which not only identifies the discrete features/likely objects in an image but analyzes them in the context of their relationship with the other objects in the image.
The field of image-generation is also rapidly developing. For example, *Generative Adversarial Networks* (GAN) use generative algorithms to create new data to test and refine a machine learning classifier. GANs can be useful for training a machine learning model in how to detect a manipulated image or video.\(^\text{35}\) Generative algorithms can also be used to deceive machine learning tools by manipulating images so that they look essentially unchanged to the human eye but display mathematical features that the classifier will understand to be something else entirely.\(^\text{36}\) Researchers have demonstrated effective adversarial techniques even against black-box networks, i.e., networks for which the attackers have no specific knowledge of the model or the training data that generated it.\(^\text{37}\)

Image generation also notably includes the area of “deepfakes,” composite videos and images created on the basis of real footage that portray fictional statements and actions. A common form of deepfake is face-swapping, where the face of one individual is superimposed on the body of another. For example, in a video aimed at warning people not to believe everything they see on the Internet, filmmaker Jordan Peele created a deepfake video where his words appear to be spoken by President Obama.\(^\text{38}\) To accomplish this, an *autoencoder* is used to analyze a large volume of images of a person to create a detailed mathematical map of the features of an individual’s face (encoding) and to develop a process for turning these features back into the image of the individual’s face (decoding). Once the autoencoders are trained, the encoded data of one person’s face can be translated back into an image by the decoding process for another person’s face, essentially preserving the features of the first person but placing them in the context of the second person’s face.\(^\text{39}\) A GAN can then be used to evaluate and iterate on the produced images and video and develop a more refined outcome.\(^\text{40}\) Deepfakes can threaten rights to privacy and dignity, as in the case of involuntary pornography,\(^\text{41}\) and may be used in disinformation campaigns. However, experts caution that the expense and time required in creating deepfakes will likely limit their use in disinformation campaigns, especially when it is easier to create misleading or recontextualized information to achieve similar results.\(^\text{42}\)

There are a variety of other forms of automated content analysis that can be relevant in content moderation, including video and audio analysis techniques and efforts to detect bot networks/accounts.\(^\text{43}\)

*Technical limitations of automation in content moderation*

Different technical approaches to automated detection and analysis of user-generated content will have limitations specific to their design – for example, a tool designed to detect “toxic” comments in one language will have difficulty parsing multilingual text.\(^\text{44}\) This section summarizes major technical and design limitations to automated content detection and analysis; Section 1.3 examines the broader limitations of these tools and the risks for freedom of expression when they are incorporated into content moderation systems at mass scale.

**The importance of context:** Whether a particular post amounts to a violation of law or content policy often depends on context that the machine learning tool does not use in its analysis. Some context could be incorporated into a machine learning tool’s analysis, such as the identity of the speaker or the relationship between sender and receiver of a message, but these come with significant tradeoffs for privacy. Other context, such as historical, political, and cultural context, are much more difficult for a tool to be trained to detect.
Lack of representative, well-annotated datasets to use for training: Machine learning tools develop their ability to identify and distinguish different kinds of content based on the datasets they are trained on. Many tools are trained on labeled datasets that are already publicly available; if these datasets do not include examples of speech in different languages and from different groups or communities, the resulting tools will not be equipped to parse these groups’ communication.

Annotation for supervised learning can introduce bias: The process of labeling a dataset for supervised learning typically requires the involvement of multiple human beings to evaluate examples and select the appropriate label, or to evaluate an automatically applied label. Inter-rater reliability is an important measure of how consistently different humans involved in labeling a dataset perform this task. Low intercoder reliability means that the humans applying the label do not agree among themselves what content merits the label of, for example, “hate speech” or “spam.”

Need for flexible, dynamic models: Human communication patterns can change quickly, and speakers who are blocked by automated filters often have extra incentive to figure out how to circumvent the filter. Static machine learning models will quickly become outdated and unable to correctly classify users’ communications.

Domain specificity: Natural language processing tools perform best in environments that closely match the data they were trained on. It is difficult to develop tools that work well across a variety of sites, languages, cultures, interest groups, and subject matter.

Significant risks of bias against underrepresented speakers: Applying a tool to a domain or group of speakers who do not closely match the groups represented in the training data can lead to erroneous classifications that disproportionately affect underrepresented groups.

Resource limitations in energy, data, and processing power: Geoffrey Hinton, “one of the forefathers of modern deep learning,” argues that we may have hit the limits of what existing machine learning techniques can do. “Hinton points out that CNNs [convolutional neural networks] are highly inefficient at learning features: neural networks require huge amounts of memory and computing power, and massive amounts of data, and still struggle with translational and rotational changes of objects.” Wide-scale application of ultra-sophisticated machine learning models for content analysis may be too resource- and energy-intensive to be sustainable.

Analysis: Freedom of expression threats and safeguards

Beyond the technical limitations of any particular tool, the use of automation in content moderation systems raises distinct challenges for freedom of expression and access to information online. There is a growing body of literature on the human rights implications of the use of automation by online services: The UN Special Rapporteur on freedom of expression, David Kaye, has offered analysis, conclusions, and recommendations on artificial intelligence in a number of recent reports. The Council of Europe has provided several reports, studies, and recommendations that touch on the topic and is in the process of finalizing a new recommendation on the human rights impacts of algorithmic systems.

It is important to note that the application of artificial intelligence in the online media environment can have both positive and negative implications for individuals’ right to freedom of expression. First,
AI is at the core of the services that are central to effectuating people’s rights to express themselves and to access information. Search engines, social media, and other internet services deploy various complex and adaptive information-processing technologies at the core of their operations. Without these technologies, these services, and the value they provide to people in expressing themselves and accessing information, would simply not be possible. This is not to say that relevant services are always doing a good job in supporting freedom of expression. There are significant concerns about how well current services serve our democracies and respect people’s right to freedom of expression. Even so, the deployment of these advanced data-processing operations will remain central to our media and communications ecosystem.

Second, algorithmic systems have become a necessary tool to defend freedom of expression and the values underlying it. AI not only powers complex service operations, it is increasingly necessary to create the conditions for a robust and vibrant democratic exchange on online platforms. To make a simple analogy: Without AI, our media would increasingly feel like an email inbox without a spam filter.

Third, such filtering systems, including content moderation and recommendation systems (see Section II), raise their own set of freedom of expression concerns. Their application can raise issues of bias and discrimination, private due process, and surveillance issues that our current legal frameworks have not fully addressed. When combined with regulatory pressure on platforms to tackle issues such as disinformation, terrorism content, and hate speech, the application of these tools raises privatized censorship concerns, as well as questions about prior restraint, and due process.

**AI tools and risks to freedom of expression**

There are a number of recognized issues with the application of algorithmic systems and automation for these purposes:

**False positives and false negatives:** The use of algorithmic systems for detecting particular types of speech and activity will always have so-called false positives (something is wrongly classified as objectionable) and negatives (the automated tool misses something that should have been classified as objectionable). From a freedom of expression perspective, the implications of false positives and negatives depend on the goals of the tool that is used. If the tools are used to identify and demote or remove content, or single it out along with the relevant content creators for further scrutiny, false positives risk significant burdens on individuals’ right to freedom of expression. False negatives, on the other hand, can result in a failure to address hate speech, harassment, and other objectionable content that may create a chilling effect on some individuals’ and groups’ willingness to participate online.

**Potential bias and algorithmic discrimination:** Algorithmic systems have the potential to perform badly on data related to underrepresented groups, including racial and ethnic minorities, non-dominant languages, and/or political leanings. This is due both to the lack of data and to the possibility of biased training datasets: If data are influenced by real-world biases and inequalities, then the models trained on these data may come to reflect or amplify these inequalities. This can result in
serious risks to freedom of expression for communities and individuals, potentially including illegitimate silencing of their expression and failure to address harms to their communities.

**Large-scale processing of user data and profiling:** Algorithmic systems will typically rely on the large-scale processing of user data to develop and apply the tools. These systems may also involve the additional profiling of users in view of the risk that such users engage in activity that may warrant additional scrutiny and/or risks from a content moderation perspective. In this way, the growing reliance on algorithmic systems further encourages the collection and processing of personal data, which pose additional risks to the rights to privacy and freedom of expression.

**Presumption of the appropriateness of prior censorship:** Automatically pre-judging content and prohibiting it from being posted is the very definition of prior restraint/censorship. While pre-screening content to limit the spread of malware, child abuse material, and spam has been broadly accepted as a positive use of automation, we must be cautious about applying that logic to other types of speech.

**Inadequate oversight and lack of due process:** Algorithmic systems may be applied as a quick fix for the complex task of judging whether particular content or activity warrants restrictive actions (which can range from flagging, demoting, demonetizing or removing it, to actions taken against account holders). Without proper complaint, review, and appeal procedures as well as oversight, these actions may violate freedom of expression rights, due, for instance, to the issue of false positives and negatives identified above. In particular, this raises due process issues. And given the difficulty of explaining and documenting complex machine learning systems, it may be even more difficult to create transparency and monitoring here than for other types of content moderation. Fundamentally, there is a tension between the evaluation of AI tools from a statistical perspective (how well are they performing overall) and their evaluation on a case-by-case basis, which is the predominant mode of evaluation from a fundamental rights perspective.

**Need for redress and accountability:** Automation in content moderation challenges preexisting structures and frameworks for making determinations about speech, given the enormous scale of speech that is being evaluated. What do remedy – and accountability – look like at scale?

*The role of platforms in communications governance*

Online platforms facilitate and shape the power of the speech of others. They can act (or perhaps better, be asked or forced to act) as control points in tackling the proliferation of illegal and different forms of harmful speech and activity. What their role should be, and by what standards they should be judged, remains a topic of intense debate.

In part because of their critical role in facilitating speech, online platforms are also at the center of discussions about objectionable content. Not surprisingly, online platforms are now central sites for the development of automated content moderation systems and solutions. To develop these systems, larger platforms such as Google and Facebook can leverage world-leading expertise in machine learning and unrivaled financial resources in combination with large datasets and internet-scale user activity. The role of these private sector actors in developing content moderation tools may result in
a lack of transparency and accountability with respect to their functions and effects, including on freedom of expression. In addition, the development and implementation of these technologies will be informed by specific commercial motivations that are connected to the platforms’ business models. Any freedom of expression safeguards with respect to the use of algorithmic systems in content moderation will have to address the central role of platforms in the development and application of these tools in real-world settings.

Recommendations

The human rights framework

The implications of artificial intelligence in media and communications for human rights have already been explored. As the UN special rapporteur on freedom of expression concluded in his thematic report to the General Assembly,

AI tools, like all technologies, must be designed, developed and deployed so as to be consistent with the obligations of States and the responsibilities of private actors under international human rights law. Human rights law imposes on States both negative obligations to refrain from implementing measures that interfere with the exercise of freedom of opinion and expression and positive obligations to promote the rights to freedom of opinion and expression and to protect their exercise.50

Further development and deployment of algorithmic systems will continue to raise new issues under the existing human rights framework that should be addressed. One important aspect to take into account is the positive obligation for governments to encourage pluralism and diversity. The online information ecosystem raises a variety of questions with regard to pluralism and diversity: On the one hand, many speakers and perspectives have been able to attain a broader audience than ever before. But on the other hand, the dominance of a few major online advertising providers has radically changed the business model, and fiscal stability, of news and media publishers around the world. Moreover, the application of algorithmic systems for content moderation raises distinct questions of pluralism, as these systems impose a particular set of content restrictions at potentially enormous scale. Policy makers should evaluate the risk to pluralism and diversity that may come from automated content moderation on massive platforms. Policy makers and platform operators alike should consider specific safeguards designed to achieve pluralism and diversity. Such safeguards could range from clear, minimally restrictive default settings combined with greater user controls or Application Programming Interfaces (APIs) that enable users to implement a third-party’s content moderation rules on the content they view on a platform.

Regulation of platforms vs. other forms of regulation

Increasingly, regulation is targeting platforms, due to their central role and significant power in the media and communications landscape. Many of the self- and co-regulatory initiatives in this area are also coming from platforms. This can leave other (and existing) forms of regulation to address the fundamental rights implications of algorithmic systems for content moderation unexplored. In Europe, the General Data Protection Regulation (GDPR), which is broadly applicable to the processing of user data in the online environment, provides an important baseline for the protection
of fundamental rights in data-driven power dynamics between platforms and their users. It sets limits to profiling activities, imposes transparency and accountability requirements, and grants relevant rights to individuals. Non-discrimination law has an important role to play in addressing bias and discriminatory impacts of algorithmic systems. Antitrust law should help to prevent undue concentrations of power over media and communications. It’s crucial to acknowledge the importance of a broad set of regulatory frameworks that provide important baseline conditions for the effective exercise of freedom of expression online.

Intermediary liability

Intermediary liability frameworks, discussed in a separate TWG discussion paper, have always had a strong link to the state-of-the-art of technologies used to address illegal third-party content and activity. In the early days of the commercial web, both the U.S. and the EU legal systems considered the idea of imposing general filtering mandates on intermediaries that required them to screen out illegal content, but ultimately rejected such mandates due to the significant burden on freedom of expression imposed by overbroad, imprecise filtering. Today, however, legislators are increasingly revisiting the presumption against filtering, based in part on assumptions that filtering technologies have become more sophisticated. Proposed requirements for intermediaries to use filters are based on the rationale that, if there are suitable technologies available to address illegal content and the harms that may result from it, a refusal or unwillingness to use filters could be considered a form of negligence on the part of the intermediary. However, given the persistent risk to free expression posed by the automated detection and evaluation of speech, the deployment of filtering systems without regard for their harmful effects could also be considered a form of negligence. Intermediary liability laws should neither mandate, nor condition liability protection on, the use of filters.

Mandatory and voluntary use of automated systems

The mandatory use of particular forms of automation in content regulation raises prior restraint issues from a freedom of expression perspective. In fact, the mandatory application of such algorithmic systems, the automatic evaluation of content, and the subsequent restrictions on such content from being posted and disseminated fits the very definition of prior restraint, which is generally prohibited under freedom of expression doctrines. In view of this, lawmakers should refrain from imposing mandatory obligations on service providers to impose restrictions on speech through automated systems. Preference should be given to the voluntary deployment of such tools, in combination with safeguards for the fundamental rights of internet users, in view of the issues of false positives, due process, discrimination, and surveillance outlined above.

Systemic responsibilities for platforms and risk assessments

As noted in the paper on intermediary liability, some recent European laws and proposals move away from penalizing platforms for individual incorrect decisions about specific user expression, and instead seek to regulate platforms’ overall content management operations and create new forms of administrative oversight with respect to these frameworks. The development of standards for transparency and accountability of content moderation practices is central to this. One accountability mechanism that should be further explored is the use of human rights due diligence processes and other risk assessment methodologies. Risk assessment may be deployed with respect
to particular products or services that a platform develops as well as with particular known threats such as hate speech, terrorism content, and disinformation. Formal risk assessment procedures provide an opportunity for in-depth consideration of the potential impact on fundamental rights that a product or policy poses as well as the various measures that are and may be taken to address them.\(^5^4\)

It is crucial that freedom of expression and associated human rights, and the risks to the rights and freedoms of individuals, are included in these risk assessments. This prevents such risk assessments from being only focused on one particular set of harms and ignoring the potential harmful impacts of mitigating measures on freedom of expression and other fundamental rights.

**Complaint and redress mechanisms**

The use of automation in content moderation can give rise to additional problems of lack of due process for particular user content and activity. As a result, the development of new complaint procedures and new dispute resolution mechanisms has become a central part of the discussion about online content moderation and freedom of expression. Without proper complaint mechanisms, the actions that platforms take with respect to content and activity lacks accountability and endangers people’s ability to effectively exercise their right to freedom of expression. The need for human oversight over automated decision-making deserves a particular emphasis in this context. It is paramount that the results of automated decision-making in individual cases can be scrutinized by humans and that wrong decisions are remedied, both at the individual decision level and through review of the systems that produced the error. Human oversight is necessary in all stages of the development and deployment of algorithmic systems. The possibility of human oversight when there are complaints about the function and impacts of algorithms for content moderation can provide a crucial safety net for the rights and freedoms of affected users.

**Freedom of expression by design**

“Regulation by design” has become an important way to safeguard fundamental rights. In the case of data privacy, regulation-by-design approaches have matured over the last two decades. These approaches have become an important foundation in privacy law and policy, underpinning data minimization strategies, information accountability, and privacy-friendly approaches to human computer interaction design. In the case of freedom of expression, regulation by design is still in its infancy. The development and deployment of AI and algorithmic systems more generally in the area of content moderation should draw lessons from the regulation-by-design literature developed in this area. By better incorporating freedom of expression and associated human rights concerns into the design and deployment of relevant tools and practices, the effective protection of freedom of expression can be better realized. To achieve this, relevant experts involved in the development and deployment of technologies for content moderation should be supported in developing a more robust field of “freedom of expression by design” approaches. In addition to transparency, accountability, and fairness, such approaches could extend to the creation of relevant datasets and labelling practices, as well as the particular ways in which algorithmic systems are being deployed.
Part II: Content Curation through Recommendation Algorithms

Introduction

Automation is used not only to moderate content, but also to recommend content to potential viewers. Important recommendation systems include content “feeds,” such as Facebook’s Newsfeed and YouTube’s Recommended Videos, as well as search engines such as Google Search. These algorithmic tools play a central role in determining what content is seen online, and what remains hidden.

Content recommendations serve an important need in online media: helping people find relevant content. Based on certain personal and contextual information, these algorithmic systems search through an abundance of content to provide personalized selections of items that are (predicted to be) relevant for the user.

This is by no means a neutral process. Recommendation systems are designed and deployed by specific people in a specific context and for specific purposes. Accordingly, their content selections are dependent on a wide range of factors, including commercial and in some cases political considerations. A number of studies suggest that recommendation systems may funnel people toward disinformation, hate speech and violent extremism. The following sections will elaborate on the functioning of recommendation systems, evaluate existing efforts to remedy their potentially radicalizing qualities, and offer alternative frameworks to mitigate their amplifying dynamics while minimizing the impact on freedom of expression.

Platforms also use (machine learning) algorithms to serve advertisements and other promoted content. This technology allows ad buyers, using large sets of personal data, to microtarget their advertisements toward highly specific audiences in ways that raise concerns about privacy, accountability, manipulation, discrimination, and bias. Yet, despite both recommendation systems and advertising systems using algorithms to personalize their offerings, these types of content distribution are fundamentally different – in terms of substance, sources, functions, relevant harms, governance systems, applicable law, and so forth. Therefore, advertising and sponsored content exceeds the scope of this contribution, which focuses instead on content recommendations for organic content, i.e., content that is disseminated without payment to the platform.

Explaining recommendation systems and their deployment

Recommendation systems are automated tools that present (“curate”) a selection of content (“recommendations”) from an abundance of content. These personalized selections are the result of two main processes. The first is the collection of information about an individual user or browser and the development of a profile based on that information. This involves analyzing data from the user and others like them (website visits, articles read, social media behavior such as clicks and likes). This data is sometimes received from third-party data brokers who sell the data to the entity creating the profile. The second process involves matching the user with the larger pool of content from which the recommendations are drawn. The software system computes a similarity score between the user profile and the characteristics of each individual content item. Recommendation systems are presented as tools to help users find more “relevant” content, but they can also serve other goals.
Most importantly, they help content providers and platforms generate advertising revenue by increasing user engagement.58

Proprietary concerns related to this process may make it hard to pinpoint what recommendation systems are actually composed of, and how they function. In turn, this creates serious complications and limits to solutions aimed at transparency.59 Platforms may be unwilling to lay bare the workings of their recommendation algorithms for proprietary reasons. Even without this impediment recommendation systems are complex systems to grasp, explain, and hold accountable,60 and some have argued that this narrative can also be a deflection strategy employed by platforms to avoid scrutiny of their systems.61

The way recommendation systems work differs between platforms. While search engines like Google deliver filtered selections in response to user queries, social media platforms like Facebook and Twitter give personalized feeds of content independent from any explicit user input. These active and passive recommendation systems both filter out and prioritize content according to specific algorithmic procedures that are optimized for personal “relevance.” However, what relevance means is not always explained in detail to the public, allegedly because these algorithmic relevancy formulas are well-kept corporate secrets.62 Users might get some explanation as to why they receive a certain post, but the level of detail varies between platforms and services. In some cases, relatively detailed information is published and can offer helpful guidance for sophisticated users to optimize their content for findability.63 But other services operate largely as “black boxes,” certainly when it comes to explaining these complex systems in a meaningful way to the average internet user. Basic disclaimers and notices (“you see this post because you like politics”) may not be not very informative about the precise selection criteria at work. What their secret recipe involves, precisely, is often unclear. As discussed further below, a variety of interests and considerations play a role here: recommendation systems are designed for audience engagement, but increasingly also as a vehicle for content moderation or curation.64

Recommendation systems are widely used today in various contexts, ranging from commerce (Amazon), travel (Booking.com), music (Spotify), and video on demand (Netflix) to, most relevant for a discussion of disinformation and hate speech, social media platforms (Facebook, Twitter, and YouTube). These social media platforms rely on advertising revenue and their business model centers on engagement, or keeping users “hooked.” Controversial, provocative, and extreme content can drive engagement, so their algorithms learn to prioritize such content when it is popular with users.65

It should be noted that recommendation systems do not work in isolation, but interact with other human and non-human actors in complex ways. First, platform recommendation systems depend on the content uploaded and shared by users, including content which may be contentious, harmful, or unlawful. The pool of content from which recommendation systems draw is not a neutral representation of public opinion, but biased toward the interests of its most active contributors.66 And this content pool can tend toward fringe views, if only because there is a relatively weaker incentive to share content displaying scientific or societal consensus.67 For example: one will find less content arguing that the earth is round, that vaccinations are safe, or that the Clintons are not pedophiles or that there is no relation between race and IQ. The opposing views, however, are overrepresented. This skews recommendations toward the extreme content that is available, even
with hypothetically neutral algorithms. Indeed, research shows that sophisticated users can exploit “data voids” in the content supply: by targeting obscure terms and topics with little to no existing results, they can attempt to draw attention toward potentially manipulative or harmful content. Second, users also influence recommendation systems by behaviors such as liking, rating, sharing, following, scrolling, reading, and clicking; their algorithms are tuned to take popularity (or virality) into account. Strategic actors can therefore deploy bots which send, (re)tweet, like, and spread contentious content to artificially amplify the popularity of certain topics. In addition, research has shown that “false news” spreads much faster and further than “truthful” news, at least within certain user populations.

All this means that there is no such thing as a completely neutral, objective, or unbiased recommendation system: they necessarily reflect and amplify certain preferences, biases, and intentional distortions introduced by their users. In this regard, content recommendations are not entirely unlike editorial decisions made in traditional media; they involve a judgement of relevance and newsworthiness that is necessarily value-laden. (Of course, editors and recommendation systems also differ in many regards, including that recommendation systems are automated and process third-party content, and as a result are generally less intentional or deliberate about overall outcomes.)

The effects of recommended content are highly unpredictable. Nevertheless, actors with more oversight, resources, and/or knowledge of platform dynamics are generally better able to manipulate the wider information landscape. This threat became visible during the “fake news” controversy around the 2016 U.S. presidential election and UK’s Brexit referendum, and the subsequent Cambridge Analytica/Facebook scandal, after which it became clear that certain governmental actors had strategically exploited the underlying dynamics of platforms and intentionally inserted dubious claims and outright propaganda in the media ecosystem for political and/or commercial goals. The effects of such interventions on public opinion and politics are difficult to measure or quantify. But these stories do underscore that amplification of harmful content through recommendation systems is not necessarily fully intentional or expected on the part of the platform; it may occur without the platform’s full knowledge, intent and control, since these systems operate in complex and dynamic networks of multiple invisible actors and incentives. Of course, deploying these systems without proper research into their potentially harmful effects could still raise a charge of negligence or recklessness.

The complex role of recommendation systems in online hate speech and disinformation

Research on the role of recommendation systems in the circulation of disinformation and hate speech online has surged in recent years. However, studying these systems has proven difficult because of the complexity and magnitude of the current information ecosystem and its ever-changing recommendation algorithms, and the limited cooperation from social media platforms with research communities. Despite these challenges, more researchers within academia and beyond are developing ways to measure and understand how recommendation algorithms contribute to the spread of (dis)information.

Wittingly or not, platforms may actively contribute to the amplification of incendiary, controversial and divisive (dis)information as it directly aligns with the commercial and technological
infrastructures of their recommendation systems that are optimized for user engagement. However, blaming recommendation systems alone ignores the fact that these infrastructures work in conjunction with users’ own biased content and behavior, and are furthermore used and strategically exploited by sophisticated actors with more resources and experience than the average user, who can accordingly work the system and gain more political influence.

To give a few examples: Guillaume Chaslot, a former YouTube engineer, developed an algorithmic method to show which recommendations YouTube gives on certain popular topics. He showed that by inserting rather ordinary queries, people increasingly get more and more extreme items recommended, in part due to the content-availability asymmetries noted earlier: asking about “vaccine facts,” it takes only a few steps to get to anti-vaxxer conspiracy theories; “global warming” to climate change denialism; “US presidential election” to pro-Trump videos, and entering “the pope” gives suggested videos describing the Catholic leader as “evil,” “satanic,” or “the anti-Christ.” Chaslot’s samples are not representative, but nonetheless provide a revealing snapshot that lends empirical support to the theory that YouTube is a “great radicalizer.” Since these events, YouTube has revised its algorithms in an attempt to counter extremism.

These findings have been corroborated by a number of other, non-U.S.-focused studies. Kaiser and Rauchfleisch (2017) report on how people watching videos of the populist right-wing party Alternative für Deutschland are recommended by YouTube to watch videos by the vastly more extreme and openly anti-Semitic National Democratic Party of Germany (NPD). Social-media analyst Ray Serrato used computational methods to study the recommendations given by YouTube when searching for “Chemnitz,” the East German city where violent anti-immigrant protests erupted in 2018. He shows how ordinary viewers searching for this term were led by YouTube toward more and more extreme videos, while a tightly networked ecology of users and channels was able to amplify the reach and virality of right-wing videos. And investigative journalists from the Dutch news outlets de Correspondent and de Volkskrant undertook a major study into YouTube’s “radicalization problem.” They gathered massive amounts of data (660,000 videos from 1,500 channels, with 120 million reactions, 15 million recommendations, and 440,000 video transcripts). Their analyses revealed the presence of a tightly knit right-wing reactionary network on YouTube, which lured viewers into a right-wing maze of more and more extreme videos with the help of YouTube’s recommendation algorithms. They also showed the radicalization process of certain “heavy commenters” based on content analyses of their comments over a yearlong period. Their efforts to study the radicalizing effects of the recommendation algorithms did not yield conclusive results, which they refrained from publishing.

These studies reveal the difficulty of isolating the influence of recommendation algorithms in the amplification of hate speech and disinformation from the strategic actions of those who use YouTube’s platform to convince viewers of their ideology. This intricate entanglement of sociological and technological factors is particularly made clear by the research done by Rebecca Lewis at the Data & Society Research Institute (2018). She identifies a wide, interconnected network of “alternative political influencers” on YouTube who promote alt-right ideologies with specific online branding techniques (testimonials, controversy, platform optimization). Having analyzed 65 influencers across 81 channels, she argues that such influencers facilitate radicalization through social networking: by referencing others in the network, and through guest appearances on each other’s
shows, they let audiences move from mainstream conservative to more and more extreme right-wing contents. She explains their appeal by describing how they establish an alternative sense of credibility based on personal authenticity and relatability, and cultivating a social identity of a countercultural underdog.

Over the past two years, social media platforms have started adjusting their recommender algorithms in a bid to suppress harmful content. A key question going forward is whether these changes will have their intended effect, and what other (unintended) consequences they might have for online discourse.

Analysis: How are platforms and governments addressing the algorithmic amplification of hate speech and disinformation?

Recommendation systems are currently subject to a range of efforts to combat the amplification of disinformation and hate speech. These include (proposed) government interventions, as well as self-regulatory initiatives among platforms and/or civil society. Generally speaking, their toolbox includes the following interventions: content removal and other forms of moderation, algorithmic content curation, user customization options, transparency, and media literacy.

Content removal, demonetization, and/or downranking

One way to respond to amplification concerns is to remove the content at issue. Of course, such content moderation is by no means straightforward. Content removal is not always effective at combating the perceived harms or identifying the content at issue, and raises questions about gatekeeping and the freedom of expression. When it comes to amplification, content removal is especially limited because it may concern content that does not necessarily violate content policies. For instance, one might be concerned about the lack of political balance on a given recommendation system without wishing to actually prohibit content from a particular political orientation or origin. Removal, in other words, is a relatively extreme measure and may not always be proportional.

Platform moderation consists of removing dubious actors and content. In theory, this can help to stop the spread of disinformation, hate speech, and violent extremism. In practice, this is a complex exercise: how are these takedown decisions implemented, following what rules and procedures? Can the speakers object or intervene, and if so how? How are human rights (freedom of speech, rights to information) guaranteed when private actors (platforms) have such censoring powers? How are critical voices not marginalized? Are platforms in any way accountable for their moderation practices, and how can or should their decision-making be publicly scrutinized? Research shows that content takedown is not always effective, either: much of the harmful content and actors remain active, giving them a false aura of legitimacy.³³

Content moderators have other tools than removal. For instance, YouTube demonetizes some content, terminating or suspending any revenue sharing agreements with the content provider. This can be a powerful deterrent, since many YouTubers rely on ad revenue as a key source of income, and raises comparable concerns from a free speech perspective, at least for professional content producers. By cutting off a key source of revenue, platforms can render certain content unviable to produce, and effectively silence certain speakers.
Another alternative to content removal is downranking: the harmful content is deprioritized in news feeds and other recommendation systems, so that it becomes less visible and less likely to be amplified. This is where the content moderation debate intersects with the broader issue of algorithmic content curation: what design principles are applied in recommendation systems, and how does it pick winners and losers? This is discussed in detail below.

Algorithmic content curation (and non-discrimination)

As discussed, recommendation systems are not inherently neutral and are designed to prioritize content with certain characteristics and deprioritize other content. As such, their functioning is already a form of content moderation: by suggesting some types of content and hiding others, they perform an important gatekeeping function. A number of governments are now proposing to have platform recommendation algorithms accommodate public interest considerations and legal requirements, and platforms are taking comparable measures on their own initiative. For instance, the European Commission’s Code of Practice on Disinformation requires platforms to “[d]ilute the visibility of disinformation by improving the findability of trustworthy content” and to “invest in technological means to prioritize relevant, authentic, and authoritative information.” The Council of Europe emphasizes the importance of diversity. Its Committee of Ministers has called on member states to foster partnerships between social media platforms and outside stakeholders “to enhance users’ effective exposure to the broadest possible diversity of media content.” Many of these “public interest considerations,” however, are relatively undertheorized and underdeveloped, in terms of providing guidance that can be operationalized and evaluated in algorithmic systems.

Platforms are taking comparable measures of their own accord. In 2018 alone, Facebook announced updates to promote content from friends and reduce the reach of news pages; to downrank “false news” content flagged by accredited fact-checkers; and to downrank “borderline content” that falls short of violating company policies. In April 2019, Facebook started downranking anti-vaccination content. In May 2019, Facebook presented its new “click-gap” method to suppress “low-quality content.” Similarly, in January 2019, YouTube announced that it would “begin reducing recommendations of borderline content and content that could misinform users in harmful ways.”

Another set of efforts focuses instead on non-discrimination rules, which would place limits on such algorithmic curation. For instance, the German federal broadcasting authority has proposed, in an instrument known as the Medienstaatsvertrag, to prohibit platforms from discriminating against “journalistic editorial content” to the extent that the intermediary has “potentially a significant influence on their visibility.” In the Netherlands, the Dutch State Commission on the Parliamentary System proposed a comparable “independent entity” to monitor platform recommendations, but unlike the Germans, its mandate would not focus on non-discrimination but rather on maintaining “diversity” and avoiding “bias.” In the U.S., Senator Josh Hawley (R-MO) has proposed that platforms observe “political balance” in their algorithms. However, implementing such principles in practice is not straightforward: as discussed, it is not clear how recommendation algorithms can be made “neutral,” or what would constitute “discrimination,” since they necessarily rank some content over others. In some sense, the entire purpose of these algorithms is to discriminate. Even more difficult are concepts like “political balance,” “bias,” and “diversity,” which implicate value-laden and content-specific judgements about newsworthiness. Indeed, these two types of principles
(non-discrimination and diversity) may contradict each other; diversity rules could require platforms to prioritize certain specific types of content, whereas non-discrimination rules might prohibit them from doing so.

Without further elaboration, therefore, these regulatory standards seem immature at best, and implementing them would be both technically infeasible and politically controversial. Particularly with such vague and subjective rules, government action in this space also raises questions about freedom of expression and the rule of law. Without adequate safeguards, government regulation of content recommendation could impede the freedom of expression of social media users. Prescribing what should be downranked risks becoming a form of censorship, and what must be prioritized a form of propaganda.

Finally, it is worth noting that antitrust and consumer protection law already place some limits on algorithmic curation and discrimination. First, antitrust law could place limits on the ability of platforms to prioritize their own services (as seen in the EU case against Google’s Search and Shopping products). Secondly, consumer protection law in most jurisdictions forbids covert advertising, which means that platforms have a duty to disclose whether content is being sponsored – i.e., whether it constitutes an advertisement rather than organic content. Such disclosures are already common practice on most major platforms, but they are not as visible and recognizable as they could be: advertisements are often incorporated into organic content feeds, and their design risks blurring the boundaries between these two types of content.

As noted, platforms also respond to public pressure and changed their recommendation algorithms to prioritize “trusted sources” (whitelisting) and deprioritize “harmful content” (blacklisting), which runs into the same problems as content moderation. Downranking also raises many of the same free speech issues as content moderation: it prevents platform users from effectively making their voices heard, with little to no accountability when their content is removed. Because of “proprietary reasons,” platforms are not transparent about what such changes in their recommendation algorithms look like, hindering public scrutiny and accountability. Some argue that as long as platforms work on ad-based models, they have an incentive to permit, or at least minimize, their investments in combating disinformation and other incendiary content because this content keeps people engaged on their platforms and thereby creates a source of revenue. Public pressure may still motivate platforms to act (or be seen to act), but these countervailing incentives should be taken into account when assessing the prospects of self-regulation in this space.

**User customization options**

Another policy option is to develop tools for user choice, so they can customize their recommendation systems. The aforementioned Council of Europe recommendation calls on states to encourage platforms to “provide clear information to users on how to find, access and derive maximum benefit from the wide range of content that is available.” Similar rules are found in the European Commission’s Code of Practice and the German broadcaster’s proposals.

In practice, platforms already provide several options for user customization. Basic functionalities such as liking, following, and subscribing can be seen as a form of user choice, since they help users to express what kind of content they would like to receive. YouTube and Facebook allow users to
express disinterest and filter out certain kinds of content or sources. Twitter allows users to view tweets in a chronological order to avoid additional algorithmic curation. However, users may not always be aware of or interested in these features – particularly when they are not easily visible and accessible in the platform’s visual interface.

Transparency

Perhaps the most widely supported policy priority around recommendation systems is transparency. All of the aforementioned policy instruments include transparency obligations of some sort. Further transparency obligations can also be found in horizontal instruments. The General Data Protection Regulation grants data subjects the right to demand “explanations” about recommendation systems.96 Similarly, the EU’s Regulation on Promoting Fairness and Transparency for Business Users of Online Intermediation Services (Platform-to-Business Regulation) requires platforms to explain “the characteristics of the goods and services offered to consumers through the online intermediation services or the online search engine.” The revised Audiovisual Media Services Directive has additional rules specifically for video platforms. However, transparency is a broad term and can take many forms -- particularly in the context of technically complex systems like content recommendations. These issues of transparency are given particular attention in a separate Transatlantic Working Group document.97

Media literacy

Last but not least, interventions can target users themselves: improving media literacy. Most, if not all, European states have programs, often with government support, aimed at increasing people’s ability to discern information quality. Such programs can include practical skills, critical reasoning, and ethical considerations. The idea is simple: education better enables people to navigate today’s complex media ecosystems and to be more resilient against the propaganda campaigns of malicious actors. Media literacy is recognized as a fundamental skill in the 2016 Audiovisual Media Services Directive, a key document defining the EU’s future media and communications policy. The European Commission supports initiatives and prizes, manages projects, programs, and funding schemes, such as Creative Europe, coordinates with member states on policies and best practices, and develops new policies based on expert group findings. Each individual member state has similar programs that tackle this issue from country-specific perspectives, often in conjunction with civil society and educational initiatives.

Raising awareness and media literacy is useful and important; because these automated systems are both novel and complex, they are poorly understood by many users. Helping them to understand how recommendations are generated and what they can do to alter and customize their experience can help users to act with greater care and autonomy in the face of harmful or misleading content offerings. Still, this approach is limited by the fact that some people willfully engage in spreading contentious content. Sociological research shows that these people are attracted by disinformation not necessarily because they consider it truthful, but rather because it aligns with their worldview and it gives them a sense of community and identity.98 A related problem is that those in most need of “education” may not be the ones who are actually reached and most receptive to it. Therefore, educating citizens may not always work in combating disinformation in society at large because the issue is not just cognitive – i.e., based on a faulty understanding of social media or recommender
algorithms – but is also driven by deeper and more complex cultural and societal shifts related to the loss of trust in mainstream media, science, and other knowledge institutions.

Fact-checking

Tracing, highlighting, and correcting disinformation is important for reasons of transparency and truth-finding, but is not a comprehensive solution either. At a practical level, fact-checking is difficult to perform at scale: determining truth is one of the most difficult aspects of content moderation, even for trained fact-checkers. Even if possible, it will be properly difficult to automate and it will continue to require human review, which is costly and time-consuming. More fundamentally, as discussed, the truthfulness of disinformation is often of secondary importance to those producing and sharing it: it is mainly about worldview and identity, not truth. Accordingly, fact-checking corrections will not always be taken seriously by people who ideologically do not align with its findings. Moreover, because fact-checkers are often from opposed ideological and societal groups, these organizations may suffer a lack of trust among their target audience. Indeed, highlighting false information may even be counterproductive, since the excessive attention (and uptake by other media organizations) can also increase its reach. It has even been argued that being confronted with corrections could actually further strengthen the original beliefs.

(Self) Regulation

Various regulatory frameworks have been discussed to tackle the amplification of disinformation and hate speech, ranging from aforementioned efforts to impose more diverse recommendations to stricter rules for content moderation. However, governments have been reluctant to take a strong lead here. For now, (supra)national governments have tried some forms of co-regulation, such as the 2018 European Commission’s Code of Practice, in which the major tech companies pledged to work more actively to lessen the spread of disinformation and hate speech online. However, all of this is non-binding and the rules of the game can be rather freely interpreted by these companies. Various critics in academia and civil society argue that such forms of self-regulation do not provide enough incentives for platforms to make meaningful changes, which might threaten their core business models. Fact-checking organizations and academic researchers who partnered with Facebook have expressed dissatisfaction at the lack of progress in these arrangements. Some argue therefore to regulate recommendation systems themselves. The development of effective regulations may be challenging, not only due to its technical complexity and dynamism but also due to its extreme political sensitivity, and its implications for fundamental rights including freedom of expression.

Recommendations

Despite these difficulties in preventing the amplification of disinformation and hate speech online, it remains important to think about other possible remedies and solutions. We propose here some potential directions and evaluate their feasibility.

Raising awareness and transparency

While transparency of recommendation systems is surely no panacea, and it knows many pitfalls, there is much to gain by raising awareness of their functioning. Transparency can help to hold these systems accountable and enable more evidence-based policy making. To this end, governments could
impose stricter enforcement of users’ right to explanation under the GDPR, and require platforms to offer additional forms of transparency of their recommendation systems. This could take several forms, including user-facing notices, government or civil society auditing, academic partnerships, and regimes for public disclosure (discussed in the TWG’s working paper on transparency).

One particularly important form of transparency is the sharing of data and information with outside researchers. First, non-sensitive, anonymized data could be shared in public datasets. Second, sensitive data can be shared in partnerships with relevant institutions, under non-disclosure agreements to safeguard confidentiality. Given the technical and legal difficulties faced by self-regulatory initiatives in this space, such as Social Science One, there may be a role for governments to facilitate these exchanges (e.g., by providing a processing ground under data protection law, and/or by imposing sanctions for breaches of confidentiality).

To improve awareness, legacy media and civil society organizations should pay more attention to the social and cultural contexts in which people radicalize, rather than just criticizing social media platforms. Reporting on recommendation systems should not lose sight of the bigger picture. For instance, the Mozilla Foundation took up an article by the Washingtonian, which reported on a mother and her teenage son who turned to white supremacist movements online after being falsely accused of a sex offense at high school. Mozilla brought the mother and son together and invited their community to pose questions to them. Personal stories like these help our understanding about radicalization processes beyond a sole focus on the radicalizing powers of recommendation systems.

**Increasing user control**

Some scholars argue that increasing user control in recommendation systems would mitigate many of the aforementioned problems, and enhance the individual and societal value of recommendation systems. Besides empowering users to make recommendation systems more responsive to their interests and needs, and not what platforms think is most relevant to them, user control simultaneously requires recommendation systems to be more transparent and explainable. Not only can this improve user satisfaction and trust, it can also counteract “filter bubble” concerns by encouraging them to look beyond their assumed or known interests. Users could, for example, be confronted with explicit options to receive recommendations outside their ordinary consumption habits, like a “get me out of my filter bubble button” or a “show me more of the ideological other side” slider. There are several ways to increase user control, at the input level of user preference and in choosing from different kinds of recommendation algorithms so as to get different kinds of recommendations depending on one’s mood or information interests at a given moment. This being said, some would warn that increasing user control can also serve to enable users who deliberately choose to view extremist or contentious content. Much depends on how user control is implemented and designed, and more empirical research (and access to data) is needed to study the effects of these tools in practice.

**Multistakeholder governance**

In designing and implementing these interventions, one way to mitigate free speech concerns regarding social media regulation is to incorporate multistakeholder and co-regulatory elements. For instance, the Council of Europe’s guidelines related to media pluralism policy recommend that
social media platforms and other online services engage in “open, independent, transparent, and participatory initiatives” alongside “media actors, regulatory authorities, civil society, academia and other relevant stakeholders” on such issues as algorithmic diversity and transparency. Such initiatives could assist in many of the efforts discussed above, including the design of recommender systems and algorithmic curation as well as interventions for transparency and media literacy.

Bringing different stakeholders together, instead of relying exclusively on the judgment of either dominant platforms or government regulators, can create checks and balances on these powerful actors while helping them take account of outside viewpoints, interests, and expertise. In this way, opening up the governance process to experts and affected stakeholders has the potential to enhance both its effectiveness and its legitimacy.

Designing effective and inclusive regulatory institutions of participation is a key challenge going forward; on the one hand, strictly voluntary arrangements may fail to hold powerful commercial actors accountable. Government, therefore, may have an important role to play in undergirding these initiatives with the force of law. On the other hand, the participation of outside experts should not serve as a mere fig leaf on government policy; to have its intended effect, multistakeholder governance should meaningfully involve other actors in the decision-making process. These challenges may be serious, but inspiration can be drawn from earlier precedents in media governance; for instance, lessons can be drawn from the design of self-regulatory and co-regulatory bodies in journalism, advertising, and public broadcasting. Another relevant avenue of debate is the concept of “social media councils,” explored in a separate Working Group report.

Incentives for alternative business models

As discussed, ad-based business models give social media platforms a strong commercial incentive to keep users engaged, including via controversial and incendiary contents. Some critics have therefore argued to push or incentivize platforms toward a subscription-based model. Subscription-based models have the advantage of a revenue stream irrespective of advertising, meaning that recommendation systems need not be designed to optimize for engagement only. Netflix and Spotify, the two largest subscription-based platforms, increasingly use other metrics, such as user satisfaction and explorability as well. Although such an approach introduces social equity issues (people with lower incomes may not be able or willing to pay for ad-free services), it could thus make good sense to think of financial or regulatory incentives to push ad-based platforms to other business models with fewer incentives to push inflammatory content. One starting point, for instance, might be to impose organizational restrictions to reduce the influence of advertising operations’ on organic content recommendations. Lessons could be drawn from best practices in journalism, where editorial decision-making is also designed to be independent from commercial operations. These are evidently more far-reaching interventions than the aforementioned, and have not yet received as detailed a treatment in policy research and debate. Further research would therefore be needed to explore the potential applications and viability of these more muscular approaches to social media regulation.
Conclusion

Platforms use countless different forms of automation to shape our experiences online. As we have seen, this is not just about “AI.” And although technological solutions for content moderation and curation are increasingly widespread, many are still rudimentary and imperfect. Use of automation in content moderation exposes all speech to a form of evaluation ex ante and in a way that fails to consider linguistic, social, historical, and other relevant context – which creates substantial risks to the freedom of expression. Governments should therefore act with caution and resist simplistic narratives about all-powerful algorithms or AI as being the sole cause of, or solution to, the spread of harmful content online. Indeed, any legal requirements to adopt specific forms of automation are likely to be premature, and would present major risks to freedom of expression. For now, what governments should focus on is enhancing transparency in existing practices, empowering research communities with the necessary data, and ensuring that users have access to meaningful choice and redress mechanisms.
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Introduction

In May 2019, Instagram announced that users could now appeal if they disagreed with the company’s decision to remove a post. Let that sink in – until a few months ago, users could not appeal takedowns on one of the largest social media sites. Even now, those decisions are made internally with the appeal reviewed by a second content moderator.

Instagram’s decision followed its parent company, Facebook, which had already allowed appeals. All these appeals rely upon trusting the legitimacy of private company processes. For any dispute resolution to function, everyone involved should feel that the dispute resolution mechanism holds legitimacy. That principle of legitimacy underpins our judicial systems and processes. It enables citizens to accept the results of court decisions and arbitrations. At present, social media companies do not command the same legitimacy. Many argue that they never can, nor should they as private entities.

Many users, scholars, civil society organizations, and policy makers have lost faith in social media companies’ content moderation systems. The Electronic Frontier Foundation has described these systems as “fundamentally broken.” Problems abound: lack of respect for human rights standards, due process, and transparency; vague rules; inconsistent policy enforcement.

This paper offers suggestions for how to improve one specific aspect of content moderation: resolving disputes over takedowns. Dispute resolution may seem like a small area, but it actually encapsulates the legitimacy problems behind content moderation decisions. The mechanisms behind the decisions seem arbitrary to outside observers. Decisions are subject to no public scrutiny or accountability. Appeals can only be directed to the companies themselves, if appeals mechanisms even exist.

This paper considers the problem of legitimacy in content moderation decisions and suggests new institutions to rebalance the private and public interests in resolving disputes. David Kaye, the U.N. Special Rapporteur on the promotion and protection of the right to freedom of opinion and expression, has noted that appeal mechanisms and remedies are “limited or untimely to the point of nonexistence.” He has recommended that “[g]iven their impact on the public sphere,” social media companies “open themselves up to public accountability.” Our recommendations thus contribute to a broader conversation about rebalancing the relationship between companies, users, and governments. This is otherwise known as platform governance. Following the particular concerns of the Transatlantic Working Group, we seek solutions that safeguard freedom of expression.

Users seem to value companies’ internal appeal mechanisms. In the first three months of 2019 alone, users challenged Facebook’s removal of over 1.1 million pieces of content under its own rules on “hate speech.” Facebook restored just 10 percent of this content. There is no further public mechanism to dispute the decision. These numbers only cover users who took the time to complain, and only about hate speech, with millions more pieces of content removed under propaganda, violence, and harassment rules. The number of appeals raises the question of whether we need new institutions to adjudicate some of these decisions. This would help the companies, too, because currently they find themselves constantly under fire for their content moderation.
This paper makes two interventions. First, we propose five basic principles to bolster legitimacy in content moderation decisions: fairness, accountability, independence, transparency, and effectiveness (FAITE). Second, we suggest two possible institutions to achieve these principles in dispute resolution. First, social media councils could discuss terms of service, adjudication processes, and broader ethical questions. A second, complementary institution is e-courts.

The paper first introduces dispute resolution and content moderation. Section 2 analyses social media councils; Section 3 explores e-courts and online dispute resolution initiatives. Sections 2 and 3 draw on case studies from Europe and North America. The fourth section concludes with policy options and recommendations. The appendix provides further details on the case studies.

This paper is authored by Heidi Tworek, University of British Columbia (project lead); Ronan Ó Fathaigh, Institute for Information Law, University of Amsterdam; Lisanne Bruggeman, Information Law and Policy Lab (ILP Lab), Institute for Information Law, University of Amsterdam; and Chris Tenove, University of British Columbia. Nico van Eijk (Institute for Information Law, University of Amsterdam) was involved in the drafting phase until November 1, 2019. We are grateful to the members of the Transatlantic Working Group for their comments on various drafts of this paper before, at, and after our meeting in Bellagio in November 2019.

1. Key questions

   • What principles should undergird dispute resolution mechanisms?
   • How can we create legitimate dispute resolution mechanisms for content moderation?
   • How do we strike a balance between privatized and public adjudication of online content?
   • How do we better align content moderation with international human rights law and fundamental principles of freedom of expression?
   • How do we bake freedom of expression into any institutions involved in social media?
   • How do new institutions deal with the scale of online content?
   • Who will finance new institutions?
   • How do we ensure access to justice for content moderation questions?
   • How do we create procedural safeguards to avoid any new systems being gamed?
   • Who should be involved in discussing content moderation decisions?
   • How should we deal with jurisdiction for content moderation?
   • Who should be allowed to flag or complain about content moderation decisions?

2. Content moderation and dispute resolution mechanisms

Almost every day, new research documents the problems with social media companies’ content moderation systems. These problems are acute for freedom of expression. One recent example was
that Google’s AI tool to detect toxic comments often classified comments in African-American English as toxic. Other minority and marginalised groups around the world fear suppression of their speech. Racist and misogynist content, often including death threats, may not be removed. At the same time, automated tools may amplify over-blocking and pre-publication censorship of political expression. And all of this is based on vague rules, which create chilling effects on discussing matters of public concern, like sexual health. These are real-world harms, preventing individuals from exercising the most protected form of freedom of expression under international standards: political expression and expression on matters of public interest.

The time has arrived for democratic governments to play a more active role. The online environment has already become the main (and unprecedentedly open) space for exercising the right to freedom of expression. This means that the online world too is subject to international and regional human rights standards for freedom of expression. These standards stipulate that governments should not interfere with freedom of expression. Simultaneously, governments have a positive duty to enable a favourable environment for freedom of expression. This is particularly true for minority opinions and ideas, and those considered offensive and shocking by government authorities and the majority. Many democratic governments also bear responsibility to promote diversity and pluralism and to promote equitable access to the means of communication. This duty extends to protecting relations between individuals and private companies.

We argue that democratic governments’ more active role extends to creating institutions specifically for dispute resolution. We see dispute resolution as fundamental for a legitimate regulatory framework for the online environment. We cannot assume that we can know what types of content are being deleted. Instead of focusing on particular types of content, we suggest institutions that can empower users. Social media were often initially praised as giving a voice to the voiceless. Yet AI tools used in content moderation now may disproportionately affect marginalised communities, including people of colour and women.

Our paper suggests that e-courts could enable users to resolve disputes over content deletion through public scrutiny, when appropriate. Social media councils, in turn, could make content moderation more transparent, encourage information-sharing from companies, and create baseline standards for content moderation that safeguard freedom of expression and human rights.

Within dispute resolution, our paper mainly addresses the following scenarios:

1. A user’s content has been removed, or a user’s account has been suspended, based on a supposed violation of the social media company’s terms of service, adopted community guidelines, or within the context of legally cognizable rights. The removal or suspension may have resulted from the company’s own proactive review of content or a complaint (flagging) by another user or third party (e.g., civil society organisations).

2. A complaint that another user’s content should be removed, but has not been removed. The complaint may have arisen from another user (e.g., a journalist) or a third party, such as a civil society organisation, and concerns content that is not removed despite being problematic.

3. Essential standards
Before exploring the possible models, we suggest essential criteria or standards for dispute resolution mechanisms. We derive these standards from the wealth of literature on independent self-regulatory bodies, particularly independent media regulatory authorities. We draw inspiration from legal instruments which set out criteria to guarantee the independence of national regulatory authorities from government and private interests.\(^{16}\) We see five fundamental principles (FAITE):

1. *Fairness:* Dispute resolution bodies must have fair procedures. All parties (users, social media companies, civil society organisations and other institutions/stakeholders) must be able to express their point of view, be provided with arguments and evidence put forward by other parties, and be able to comment on them. Dispute resolution bodies must have the necessary expertise, including members possessing the necessary knowledge and skills in the fields of freedom of expression and international human rights law.

2. *Accountability:* Dispute resolution bodies must be accountable to the public and civil society; all decisions taken and regulations adopted should be duly reasoned.

3. *Independence:* Dispute resolution bodies must be as independent as possible or their membership must be balanced to try to ensure independence. Members should hold terms of office long enough to ensure the independence of their actions. Members should disclose any circumstances that may, or may appear to, affect their independence or create a conflict of interest.\(^{17}\)

4. *Transparency:* Any bodies should be established via a fully consultative and inclusive process. Their work should occur in an open, transparent, and participatory manner with transparent procedural and financial rules and decision-making procedures. Members must be appointed through a transparent procedure. Decisions must be published in easily accessible formats.

5. *Effectiveness:* Dispute resolution bodies must have adequate financial and human resources to carry out their function effectively; any complaint procedure should be free of charge and easily accessible. Dispute resolution bodies must have adequate powers to provide appropriate remedies.

4. **Range of regulatory measures**

Dispute resolution has long existed. Many industries have struggled with similar questions for decades, including the press, broadcasting, and advertising. We can thus draw on a wide range of self-regulatory, co-regulatory and statutory regulation models for dispute resolution.

First, there is **self-regulation,** which can take many forms.\(^{18}\) It can include self-regulation through *internal governance,* where companies themselves establish policies based on their own cultures, practices and control. Content moderation policies are usually developed by a social media company’s legal officials, public policy and product managers, and senior executives.\(^{19}\) However, companies may also engage *external* parties to a certain degree, but still ultimately subject to the company’s own governance structure. Examples include Twitter’s Trust and Safety Council, which provides expert input on products, policies, and programmes;\(^{20}\) and Google’s short-lived Advanced Technology External Advisory Council, to monitor responsible development and use of AI.\(^{21}\) Facebook has also announced a planned Oversight Board.\(^{22}\)
This type of self-regulation can be complemented by self-regulation through user regulation, where users flag breaches of content rules, such as YouTube’s Trusted Flagger programme, assisting with enforcement of YouTube’s community guidelines. Another example is Wikipedia’s Arbitration Committee, known as Wikipedia’s supreme court, which considers serious conduct disputes and appeals over blocked or banned users.

Further, there is self-regulation through industry standards and codes of conduct. The Global Network Initiative, for example, seeks to protect freedom of expression and privacy in the ICT industry by setting a global standard for responsible company decision-making. The Internet Watch Foundation, established by the internet industry, reports potentially criminal child sexual abuse content online. Crucially, this raises the question of the independence of regulatory bodies established by industry.

Second, there is co-regulation, which can also take many forms, and encompasses self-regulation plus an element of regulatory compulsion to enable effective enforcement. Government, legislation, or a statutory regulator can recognise self-regulatory bodies. Alternatively, government or regulators can approve codes of conduct, for example with the EU’s Business-to-Platform Regulation, which regulates disputes between certain online platforms and business users. While the legislation does not mandate that online platforms must resolve disputes through independent mediation, it sets out a list of statutory requirements (e.g., impartiality and independence) for any such alternative dispute resolution.

Finally, there is statutory regulation, where legislation sets the scope and coverage of regulation, which may be enforced by a statutory regulator. This can prove problematic and undermine freedom of expression. One example is Russia’s 2019 amendments to the Information, Information Technologies and Protection of Information Law, which provides that the communications regulator may order the removal of illegal online content without a court order, including “unreliable socially significant information.”

In the sections that follow, we discuss two potential and complementary options that adhere to international freedom of expression standards, and provide fair, independent, accountable, transparent, and effective dispute resolution mechanisms for content moderation.

Social Media Councils

In this section, we first discuss current proposals for social media councils, and some industry initiatives. We then delve into fundamental questions around social media councils.

1. Current situation

The idea of social media councils has gathered significant steam in the last two years. The U.N. Special Rapporteur described independent social media councils as “[a]mong the best ideas,” noting that “[e]ffective and rights-respecting press councils worldwide provide a model for imposing minimum levels of consistency, transparency and accountability to commercial content moderation.” ARTICLE 19 put forward the idea of independent social media councils in early 2018. Tenove, Tworek, and McKelvey proposed content moderation councils for Canada. In late 2018, Facebook announced the idea of its own oversight board. In early 2019, Stanford University’s Global Digital
Policy Incubator (GDPi), ARTICLE 19, and the U.N. Special Rapporteur held a multistakeholder conference on social media councils. There are two main models for independent social media councils. One (the GDPi model) would begin from the global level, designed to provide guidelines and evaluate emblematic cases, not adjudicate individual complaints. The second (ARTICLE 19), a national or regional council, would allow users to bring a claim, but the council has discretion over its docket.

The GDPi model would be a global multistakeholder cross-platform social media council, designed to complement company-specific and national initiatives. The council would develop guidelines based on international human rights principles for how to approach content moderation online. It would not adjudicate individual cases or serve as an appeals body. Rather it would evaluate emblematic cases and create precedents for future cases. Further, it would advise platforms in developing and implementing their terms of service, mediate the interaction between governments and platforms, and provide advice, recommendations, and expertise to governments.

ARTICLE 19's model would be a network of national or regional social media councils, providing general guidance to social media platforms and, crucially, deciding individual users’ complaints. National and regional councils would apply international standards on human rights, either directly or on the basis of a universal Code of Principles adopted globally. The social media councils would have an adjudicatory function. Individual users would have the right to bring a complaint, though only after adjudication at the platform level to avoid the risk of overload. A social media council would have full control of its docket, and could filter the cases it wants to review to “build a relationship of trust with the public.” In summer 2019, ARTICLE 19 published a consultation paper on social media councils as another phase in developing the idea. These national councils could establish working relationships with any global body.

Social media companies, whether in cooperation or individually, are also establishing procedures for content moderation. An example of industry cooperation is the Global Internet Forum to Counter Terrorism (GIFCT), established in 2017 by Facebook, Twitter, YouTube and Microsoft. It enables coordination between social media companies seeking to remove “terrorist” content, and the GIFCT houses a hash database of “terrorist” images. However, as Tworek notes, there is no public oversight, and it remains a “mystery to those outside the companies or specific civil society organizations and governments who cooperate with the forum.” At a meeting between governments and technology companies at the U.N. General Assembly in September 2019, as part of the Christchurch Call to Action to eliminate terrorist content online, structural changes to GIFCT were proposed, including a government oversight board. The GIFCT is now transforming into a nonprofit which may entail more transparency and ability for public oversight.

There are also company-specific plans. In September 2019, Facebook published further details of its planned oversight board. Facebook proposes to establish an oversight board comprising 40 members who serve three-year terms. Facebook will select the co-chairs. Then, Facebook and the co-chairs select the rest of the members. The board will review and decide on content according to Facebook’s “content policies and values.” If people disagree with the outcome of Facebook’s decision and have exhausted their appeals, they can submit a request for review to the board. The board chooses which requests to review and adjudicate. The board’s resolution “will be binding and Facebook will
implement it promptly, unless implementation of a resolution could violate the law.” Facebook plans to start the system in 2020. Facebook’s plans show that the company has recognised the problem of legitimacy in internal appeals. But questions remain over implementation and the value of a company-specific process. Social media councils offer a potential avenue to address these concerns. Below we consider some fundamental questions on how they might work.

2. Fundamental questions on social media councils

   a. Geography: Should social media councils be national or international?

   The geographical coverage of a social media council is central to all its potential functions, composition, and regulatory frameworks. The GDI and ARTICLE 19 models offer two different approaches to this question, one international and one national. We suggest that a national social media council may be better placed to address three of the major concerns with the current system of content moderation and complaint-handling by social media companies: insufficient understanding of linguistic and cultural nuance; absence of rigorous human evaluation of context, including wholesale problems with addressing cultural context; and an inability to understand widespread variation of language cues, meaning, linguistic and cultural particularities.

   This view is consistent with European press councils, which apply national codes of ethics and often deal with international media conglomerates. The Alliance of Independent Press Councils of Europe (a network of European press and broadcast councils) sees universal codes of ethics as impossible. Although press and media councils are national, almost all include international media firms. National councils and international companies could similarly cooperate on social media.

   Further, national councils could complement each other in the transatlantic context, given the different freedom of expression standards. Countries could coordinate to create similar governance structures and composition. A national framework also recognises that different countries are at different stages of thinking on this issue. Some wish to move far faster than others, making international coordination between national councils more realistic at this point.

   b. Scope: Should social media councils decide guidelines or examine individual cases?

   Social media companies’ terms of service emerged on an ad hoc basis. Although these terms of service are now much more systematised, they did not place freedom of expression standards at their core. Ironically for companies generally built on the philosophy that more speech was better, there are now grave concerns that content moderation decisions actually harm freedom of expression. Because the basic problem emerged from arbitrary standards, a social media council could start by creating guidelines that embed freedom of expression standards in social media companies’ content rules.

   But guideline-making would only go so far. The true test of guidelines is implementation and accountability. That is why the press industry established press councils in addition to codes of ethics. A social media council limited to guideline-making would leave implementation to social media companies themselves. It would also leave users without a crucial right to subject a social media company’s decision to independent review. Indeed, freedom of expression is so important that it
should include the procedural safeguard of review by an independent and impartial body. A social media council limited to guidelines-making would not offer such a procedural safeguard. One solution would be to send individual cases to e-courts.

Further, a social media council limited to guideline-making would not solve the crucial problems of (a) widespread inconsistency and unpredictability in content moderation decisions; (b) inability to challenge or follow-up on content-related complaints; (c) lack of transparency and due process; (d) widespread use of automated decision-making; and (e) insufficient remedies.

Alongside guidelines, social media councils could help to coordinate third-party research into companies, compile decisions from different companies, and compare their content moderation policies. They could create industry-wide boards of ethics for new questions like AI and develop best practices for crucial questions like labour standards for content moderators.43

Finally, a decision-making mechanism could cure the major deficiencies in the remedies available. Current systems offer no publication of a reasoned decision, no right of reply, no publication of an apology or acknowledgment. Where content removal causes specific reputational, physical, moral and/or financial harm, there are few mechanisms for settlements. A national social media council with a decision-making function could provide some of these remedies. Social media councils could develop and apply national standards, akin to how press councils make decisions based on national press codes. Here, civil society engagement could ensure that social media companies’ content moderation rules and systems reflect freedom of expression principles.

c. Regulatory framework: What type of body might a social media council resemble?

There are myriad regulatory frameworks spanning from self-regulation to statutory regulation. With social media councils, the major question is whether they should be voluntary. The voluntary nature of social media councils may help build trust and accountability between the public and social media companies. However, if social media companies are unwilling to send representatives, governments may start to contemplate other regulatory options. Canada, for example, offers three possible frameworks (see the appendix for more detail on each).

i) Self-regulation like the National NewsMedia Council or an Ads Standards Council.

It is tempting to frame social media councils as updated media councils. We cannot forget, however, the fundamental differences between user-generated social media content and journalism produced by a comparatively small number of newspaper and broadcast professionals. In both cases, relatively few companies are involved. But the content producers are very different – journalists versus almost every member of the public. The scale differs vastly too. Any social media council would need to account for these fundamental differences.


Private radio and television broadcasters created the Canadian Broadcasting Standards Council (CBSC) to devise industry codes and to address audience complaints about their programming, including when it is streamed online. Membership in the CBSC is voluntary, but non-members have complaints addressed directly by the government regulator of the entire broadcasting sector (the
Canadian Radio-television and Telecommunications Commission, or CRTC). The CRTC functions as an appellate body for those unsatisfied by CBSC judgments.

A social media council based on this framework would help develop and implement standards in a largely self-regulatory manner, while involving stakeholder input and government oversight. Consultations to create the council must include major national and international internet companies, and government must offer appropriate incentives – or threats of more intrusive regulation – to secure participation. To prevent the council’s composition becoming lopsided, the participation of other key stakeholders would be encouraged and supported, ranging from Indigenous communities to human rights organizations to political parties.

A social media council constituted under the auspices of the CRTC would apply a new group-based approach, pursuing “broadly based agreements tailored to and established with a few dozen specific companies or affiliated groups of companies, individually or collectively offering a variety of services (service groups)” in order to provide “public scrutiny and should set out specific binding commitments applicable to the service group.” While we caution against using this experimental framework for online broadcasting or digital common carriers, the content moderation industry could fit as a group in this new “nimble regulatory” approach. The social media council would then be responsible for enforcing the group’s service agreements.


At the federal and provincial levels, human rights legislation sets out means to address rights. Human rights bodies could provide guidance and act as a complaints body to address violations of certain rights through the use of social media platforms. Human rights bodies have issued decisions regarding hate speech and discrimination on websites and message boards. More recently, the Canadian and Ontario human rights commissions jointly demanded that Facebook introduce safeguards to protect against discrimination in targeted employment advertising. The Canadian Human Rights Commission (CHRC) is most likely to have jurisdiction over issues related to social media content moderation.

Nevertheless, the CHRC faces several challenges in addressing content moderation issues. First, current human rights legislation applies to a very narrow set of issues, particularly since the federal Conservative government removed the provision addressing hate speech in the Canadian Human Rights Act in 2013. Second, there are complex jurisdictional questions regarding the application of federal or provincial human rights frameworks. Different bodies have jurisdiction over different issue areas (e.g., employment, hate speech, etc.), and subject entities (e.g., broadcasters, web publishers, etc.). The CHRC’s decisions are enforceable at the national level, but the CHRC’s framework may be coordinated globally via the Global Alliance for National Human Rights Institutions and through reference to international laws and guidelines. Greater clarity would be necessary, either through new legislation or precedent-setting decisions.

d. Composition: Who should sit on a social media council?

Composition is a complicated and crucial question. As with European press councils, each country may take a different approach. The Netherlands Press Council, for example, has a chairperson, four
vice-chairs, 10 member-journalists, and 10 non-journalist members. In Germany, however, only publishers and journalists comprise the Press Council board with no independent representatives.

i) How should civil society be involved?

Obviously, not every social media user can have the right to sit on a social media council. But different groups of users need representation for a council to gain any public legitimacy. Civil society involvement is crucial, unlike current press or media councils. Civil society involvement in creating social media councils, and broad representation, is vital for public trust. Civil society could possibly lodge complaints with councils, support complaints, and lodge third-party submissions. Finally, civil society would operate as an important check on the operation of social media councils, and assess whether they are contributing to an enabling environment for freedom of expression online. Each country would have to consider carefully and consult about which civil society organisations or representatives might contribute to the council. The council might particularly try to include those who have suffered most from hate speech or abusive speech.

ii) What size of social media company should participate?

In policy circles, “social media companies” is often used as a synonym for Facebook and Twitter. But this overlooks influential alternative networks such as Reddit, or Mumsnet in the UK. Given that participating in councils can involve significant company time, we should be attentive to the potential burdens of membership. One approach is only to include companies over a certain size. Another is to apply a sliding scale of participation based on size, market capitalisation, or another measure.

Another approach is to think about the council starting from the perspective of smaller companies. Any initiatives in this space should be wary of moves that unintentionally “lock in” the big players and stifle smaller companies. European press councils, for example, often involve not only dominant and large pan-European media companies, such as Axel Springer or Sanoma, but also small online-only news publications, with limited readership and staff.

e. Diversity of approaches: Is it valuable to maintain multiple approaches to content moderation?

Smaller and medium-size companies often bring very different approaches to content moderation. Even the major companies differ significantly, as the recent policy decisions on political advertising show. This raises a broader concern about whether social media councils should support a diversity of approaches to content moderation or create more uniform standards.

At base, this is a question about competition: do we want social media councils to encourage uniformity or do we want an ecosystem where different social media companies make different decisions? There are advantages both to uniformity and multiplicity (especially in a truly competitive environment with adequate substitutes). One way to thread the needle is for social media councils to create baseline standards for freedom of expression. Above that baseline, companies could implement their own content moderation policies. This could address the widespread inconsistency and unpredictability in content moderation decisions.

Rather than imposing uniform content moderation, a social media council can create uniform consistency and predictability of content moderation decisions.
f. Jurisdiction.

As with any online dispute, jurisdiction is a major consideration. Here, we suggest it could depend upon the type of dispute. We can look at this through the two different types of disputes we sought to address in this paper.

i) The first category is content removed or an account suspended based on a supposed violation of the social media company’s own content rules or terms of service. The removal or suspension may have resulted from the company’s own proactive review of content or having been flagged by another user (e.g., journalist) or third party (e.g., civil society organisations). Here, jurisdiction could be based upon the location of the user whose content or account was flagged.

ii) The second category is a complaint that another user’s content should be removed, based on the company’s own content rules or terms of service, but it is not. Here, jurisdiction is trickier. The complaint may have arisen from another user, or third party, such as a civil society organisation or government agency, based in another country from the content’s author. If social media councils allow these types of public-interest complaints where complainants are not directly affected, then jurisdiction could depend upon the location of the content’s author.

Most realistically, social media councils could facilitate discussion with civil society, create baseline standards and ethics, and improve company transparency. We suggest that individual appeals about content removal might best be directed to a second new institution: e-courts.

E-Courts

A second possible dispute resolution model is e-courts or internet courts. E-courts exist throughout the world to resolve disputes between governments and individuals, companies and individuals, disputes between individuals, and disputes between companies. In the Netherlands, for example, various types of e-courts started in 2009. However, there is no agreed definition of e-courts, and they take many forms. As one legal scholar notes, online dispute resolution bodies “generally facilitate settlement or substantive determination on the merits,” while e-courts are “more limited to ending the dispute or providing a remedy or result based on limited parameters.” For content moderation, e-courts could be crucial to upholding freedom of expression standards.

Dispute resolution is already fundamental for many online companies. One of the best-known examples is eBay’s online dispute resolution mechanisms, which resolve over 60 million disputes between eBay traders and users annually. One programme is for feedback disputes, where an eBay seller may challenge a review posting about a seller’s businesses. As part of eBay’s online dispute resolution procedure, an impartial third-party reviewer from a professional dispute resolution service can examine the challenged posting and determine whether to affirm, withdraw or take no action on the review. Here, we consider how to create public e-courts.

1. Fundamental questions on e-courts

   a. Regulatory model: What is a feasible regulatory model for dispute resolution of content?
There are three main appropriate models for e-courts. Unsurprisingly, the feasibility of e-courts fundamentally depends upon the type of e-court. Both Europe and North America have already created myriad e-courts which can help us to understand what has worked and what has not.

i) Online judicial adjudication.

This model uses technology to bring speed, efficiency, and lower costs. These are court-operated and judges make decisions. The model includes public or private online platforms for electronic case management, filings and communications. Examples include the Michigan Online Case Review in the United States and the European Small Claims Procedure, both discussed in further detail in the appendix. These e-courts digitise court processes such as small civil claims or minor offences, using technology to bring speed, efficiency, and lower costs.

Online judicial adjudication would provide a fast, simple, and cheap mechanism for users and others to challenge content moderation decisions made by social media companies. It would be fully online with no physical presence of the parties. Specially trained judges would make decisions. The simplified procedure would resemble small claim procedures; there would be no right of appeal to the general courts. Social media companies would assign specialised lawyers to process claims before the e-courts. The e-courts would regularly publish case-law compilations. Finally, the social media company would have to acquiesce to e-court jurisdiction to operate in a state.

Notably, this model would probably require legislation. The European Small Claims Procedure required legislation to be enacted. An e-court modelled on such a procedure at the European or national level would seem to require legislation – particularly if there were no right of appeal to general courts, and social media companies were subject to mandatory jurisdiction and the rules in order to operate.

ii) Online dispute resolution with built-in independent adjudication.

This model encourages early resolution through online dispute resolution, while preserving independent adjudication as a last resort. The model goes beyond digitising court systems, and involves online negotiation, independent mediation, arbitration, and adjudication. One of the best examples is the British Columbia Civil Resolution Tribunal, with its tiered approach: (a) online solution platform; (b) online facilitated negotiation; (c) online facilitated settlement; and (d) online hearing and adjudication.

Similar to the first model, legislation would be required to establish such an e-court, as it would include rules on access to courts, and judicial review of decisions. This model is also specifically designed to encourage early dispute resolution, and adjudication only as a matter of last resort, and therefore may save resources. Further, the independent adjudication would be carried out by officials established by legislation, rather than judges. This raises the question of whether this model is akin to statutory regulation, as the Civil Resolution Tribunal acts similarly to a statutory regulator, like a broadcasting regulator in Europe.

iii) Online independent dispute resolution, which may be operated by both private and public bodies.
This has a similar procedure to the previous model, but without independent adjudication. The best example operated by a public body is the European Online Dispute Resolution platform, and would involve: (a) online solution platform; (b) online facilitated negotiation; and (c) online facilitated settlement. This model can be put on a legislative footing, but it is not necessary.

Unlike the other models, this process may be established by private companies themselves. This would be the most feasible model not requiring legislation, and could also be built to encourage early dispute resolution, rather than proceedings through courts. It would also offer users an independent out-of-court dispute resolution mechanism. Of course, such mechanisms would need to be consistent with the EU’s Alternative Dispute Resolution Directive, and some social media companies do already offer similar procedures for business users.

b. **Scalability**: How can e-courts cope with the potential scale of cases?

The most obvious question about e-courts is whether the low barrier to entry and admirable principle of access could create an unmanageable caseload. One method to cope within the EU is to scale national e-courts up to a regional e-court, and take the European Small Claims Procedure and European Online Dispute Resolution as possible models for a network of national e-courts.

Further, extant e-courts suggest a manageable scale. In 2017, the European Online Dispute Resolution platform handled over 24,000 complaints, the Dutch Stichting e-Court handled more than 20,000 cases, and in its latest figures, the Civil Resolution Tribunal in Canada handled nearly 12,000 disputes. The Civil Resolution Tribunal has been gradually extending its competence beyond the initial small claims it handled, and could provide a model for how to scale an e-court with more competences. Finally, for a benchmark from a statutory regulator, the UK broadcasting regulator (Ofcom) dealt with over 55,000 complaints last year.\(^{49}\)

c. **Accessibility**: How can e-courts ensure accessibility while preventing gaming of the system?

One major advantage of e-courts is that they can enable greater access to justice. With reduced costs and the ability to file from home, an e-court could lower the barrier to entry. It could also help to prevent some current speech-law cases that create a Streisand effect, meaning that a case unintentionally draws even more attention to the information or speech that the case tried to prevent.

A separate concern in the online environment is that malevolent actors may try to game the system and launch multiple complaints against a user’s content to try to get that person removed or their content blocked. The e-court system could perhaps use automated detection of repeated submissions to prevent anyone coordinating to flood the system. More broadly, any institution would need to have procedural safeguards to prevent the court system being used as a tool of trolling or harassment, the very things it was designed to prevent.

d. **Compatibility**: How are e-courts compatible with European, American, or Canadian law?

Both North American and European legal systems have already given legislative footing to e-court models. At the European level, the European Online Dispute Resolution and European Small Claims Procedure provide a framework. The examples from the Netherlands in the appendix demonstrate the operation of national e-courts.
One crucial point about e-courts is that government legislation may be needed to create the institution. But judges would decide individual cases, not government agencies. This is critical to uphold international freedom of expression standards.

e. **Finances.** Who will pay for e-courts?

Like any judicial institution, public authorities would seem the obvious choice to cover the cost of e-courts. Their online nature should make them comparatively inexpensive. Another option is that platforms bear the cost of the service. There are currently discussions over tax policy related to online services. Any new or additional tax revenue from platforms could be used to pay for e-courts.

f. **Jurisdiction.**

This raises similar issues discussed in the previous section on social media councils, including whether individuals may make complaints where they are not directly affected. The e-court model would have to adopt rules on whether only individuals directly affected by content may initiate a claim, or whether civil society organisations, for example, may initiate group-based or public-interest claims. Although complex, these jurisdictional questions apply to similar issues like the right to be forgotten in the EU.

**Conclusions and recommendations**

This paper seeks to provide an appropriate framework for building dispute resolution mechanisms which are fair, accountable, independent, transparent, and effective. Having considered the range of social media council models in Section 2, and the range of e-court models in Section 3, we offer the following conclusions and recommendations:

1. **Fairness, accountability, independence, transparency and effective standards (FAITE) are essential:** Dispute resolution mechanisms for online content moderation must be consistent with the essential standards of fairness, accountability, independence, transparency and effectiveness. Both social media councils and e-courts can satisfy these standards, provided the standards are applied during the creation and operation of these bodies.

2. **The model adopted must connect to identified problems:** It is crucial to adopt a model that best remedies the problems associated with current content moderation, particularly legitimacy, and best provides an enabling environment for freedom of expression online. This paper addresses a subset of the most relevant problems in content moderation, such as when companies’ terms of service/community guidelines or behaviour based on or following from other (legal) instruments may violate a person’s fundamental rights.

3. **Dispute resolution mechanisms are a key part of establishing legitimacy and creating public accountability:** Independent complaint/dispute mechanisms can remedy myriad other problems of the current system operated by social media companies: widespread inconsistency and unpredictability in content moderation decisions; inability to challenge content actions or follow up on content-related complaints; lack of transparency, due process and notice; widespread problematic use of automated decision-making; and wholly insufficient remedies. Complaint/dispute mechanisms would provide the necessary public accountability of the freedom of expression standards implemented into social media.
companies’ content rules, and provide a crucial procedural safeguard of review by an independent and impartial body for users and the public.

4. **Social media councils and e-courts are two institutional options**: We have outlined two detailed models for institutions that could create greater public accountability and transparency. In an ideal world, these institutions can benefit everyone involved: users, civil society groups, companies, and governments. These two institutions will not solve all the problems of platform governance. But they will start toward finding a legitimate balance between the public and private interests in promoting freedom of expression.

5. **Social media councils and e-courts are not mutually exclusive**: Their compatibility depends upon the models for social media councils and e-courts. If a social media council is limited to guideline-making, an e-court would provide decisions in actual cases. If social media councils have a decision-making function, there could be coordination issues. A social media council could be combined with an e-court or social media councils could be involved in decisions preceding e-court decision-making.

6. **Freedom of expression should be a core value for any new institutions**: The current content moderation system has many potential detrimental effects on freedom of expression, which flow from the lack of freedom of expression standards built into social media companies’ content rules. Freedom of expression principles do not form the basis of content moderation decisions. The opposite should hold for new democratic institutions like social media councils or e-courts. Freedom of expression concerns should be baked into the design, composition, and creation of any new institutions.

7. **Social media companies can help themselves by acting now**: Even without creating a social media council or e-court, social media companies themselves can already begin to alleviate these problems by incorporating freedom of expression standards into their content rules, and freedom of expression standards into their content moderation decisions and complaint-handling systems. Social media companies should invite relevant stakeholders to assist in this process, and formulate the appropriate freedom of expression standards upholding the FAITE standards of freedom of expression online.

Dispute resolution is complicated in every industry. But fair procedures are crucial to generate trust and legitimacy. This is even more true for such a sensitive area as speech. These two institutions of social media councils and e-courts are not panaceas for all the problems of platform governance. But they could go a long way in addressing some of the most pressing concerns.
Appendix

Here we provide deep dives on our particular case studies of councils and e-court systems. This material provides further details for those interested in the mechanics of particular systems.

Social Media Council Case Studies

1. Case study on social media councils in North America

For a North American case study, we focus on Canada. Canada does not currently regulate social media as a sector, though a range of existing regulatory frameworks apply. These include federal and provincial privacy regulation and regulation on advertising. They also include criminal, civil, administrative and human rights laws that address certain forms of prohibited speech, including defamation, hate propaganda, counselling terrorism and the non-consensual distribution of intimate images.

Multiple parliamentary committees and the Canadian government have recommended action to impose duties on social media companies “to remove manifestly illegal content in a timely fashion, including hate speech, harassment and disinformation, or risk monetary sanctions commensurate with the dominance and significance of the social platform, and allowing for judicial oversight of takedown decisions and a right of appeal.”50 The Liberal Party has formed a minority government following the federal election in October 2019. The party’s platform claims that it will “target online hate speech, exploitation and harassment,” and “when social media platforms are used to spread these harmful views, the platforms themselves must also be held accountable.”51

Canada, as in many areas, pursues a regulatory framework that is partway between American and more interventionist European approaches. On the one hand, Canada has strong constitutional protections of freedom of expression, relatively minimal regulation of publishers and light regulation of broadcasters with respect to content. On the other hand, Canada has criminal laws against hate propaganda, and its human rights bodies have taken action on discriminatory or hateful communication disseminated by websites, publishers, broadcasters, and – in a few cases – social media companies.52

One report proposed a social media council as a policy measure.53 Within Canada, there are three potential routes for a social media council: a self-regulatory body (similar to Canada’s National NewsMedia Council or Ad Standards), a co-regulatory body facilitated by the Canadian Radio-television and Telecommunications Commission (similar to the Canadian Broadcast Standards Council), and a human rights approach (primarily pursued through the Canadian Human Rights Commission).

Self-regulatory social media council: Canada already has self-regulatory bodies for two cognate sectors to social media: the National NewsMedia Council (for news media other than broadcasters) and Ad Standards (the advertising sector). The National NewsMedia Council (NNC) is Canada’s main press council. It is a voluntary, self-regulatory body for the news media industry, with over 500 member organizations. The council promotes media ethics and operates a process to hear complaints.
The Council does not have its own standards, but relies on “the news outlet’s code of practice or generally accepted journalistic standards.” If a complaint process finds that the news organization failed to uphold these standards, and that adequate corrective measures were not taken, the organization can “publish a fair report including, at minimum, a summary of the decision, and a link to the decision on the NNC website.” The NNC’s enforcement capacities are very weak, leading to questions about its relevance.

Ad Standards is a self-regulatory body for Canada’s advertising sector. It administers the Code of Advertising Standards, and operates a consumer complaints process about advertisements that run in Canadian media. The Code was created in 1963 after broad consultation with industry and stakeholders, and is regularly updated. Among its provisions, it prohibits advertisements that condone discrimination based upon race, national or ethnic origin, religion, gender identity, sex or sexual orientation, age or disability; that condone violence; that demean individuals or groups; or that “undermine human dignity.” The Consumer Complaints Process encourages advertisers to take voluntary actions and address the complaints, and may forward the complaints to a Standards Council to make a decision. Ad Standards enforces a council’s rulings by calling on media organizations to no longer host the advertising, and informing the Competition Bureau or other regulatory bodies that the advertiser is not compliant with the Code.

**A co-regulatory social media council, under the auspices of the CRTC:** A social media council could also follow the approach taken by private broadcasters in Canada. Private radio and television broadcasters created the Canadian Broadcasting Standards Council (CBSC) to address audience complaints about their programming, including when streamed online. Describing its mandate, the CBSC states:

> Broadcasters have the ability to influence opinion, modify attitudes and shape minds. That’s why the industry created a voluntary system of codes that set high standards for all of their programming. Through these codes, private broadcasters promise to respect the interests and sensitivities of the people they serve, while meeting their responsibility to preserve the industry’s creative, editorial and journalistic freedom.

Membership in the CBSC is voluntary, but non-members will have complaints addressed directly by the government regulator of the entire broadcasting sector (the Canadian Radio-television and Telecommunications Commission, or CRTC), and the CRTC functions as an appellate body for those unsatisfied by CBSC judgements.

The CBSC applies industry codes on issues relating to ethics, violence on television, equitable portrayal, journalistic ethics, and cross-media ownership. When it receives complaints, the CBSC may constitute an Adjudicating Panel to investigate, arrive at, and publish a decision. If the broadcaster is found to have violated a code, it must announce that result several times on air. The CBSC cannot levy fines or revoke broadcast licenses.

A social media council based on this framework would help develop and implement standards in a largely self-regulatory manner, while involving stakeholder input and government oversight. Once established, the council could help social media platforms coordinate their actions to mitigate harmful speech, disinformation and other threats to democratic discourse online. Consultations to create the
council must include major national and international internet companies, and government must offer appropriate incentives – and threats of more intrusive regulation – to secure their participation. To ensure the composition of the council is not lopsided, the participation of other key stakeholders would be encouraged and supported, ranging from Indigenous communities to human rights organizations to political parties.

A social media council constituted under the auspices of the CRTC would apply a new group-based approach, pursuing “broadly based agreements tailored to and established with a few dozen specific companies or affiliated groups of companies, individually or collectively offering a variety of services (service groups)” in order to provide “public scrutiny and should set out specific binding commitments applicable to the service group.” While we caution against using this experimental framework for online broadcasting or digital common carriers, the content moderation industry could fit as a group in this new “nimble regulatory” approach. The social media council would then be responsible for enforcing the group’s service agreements.

**A human rights framework:** Canada also addresses disputes over mediated communication through a human rights framework and human rights bodies. This offers an alternative or a productive complement to a social media council. At the federal and provincial levels, human rights legislation sets out means to address rights violations. Human rights bodies have issued decisions regarding hate speech and discrimination on websites and message boards. More recently, the Canadian and Ontario human rights commissions jointly demanded that Facebook introduce safeguards to protect against discrimination in targeted employment advertising. The Canadian Human Rights Commission (CHRC) is most likely to have jurisdiction over issues related to social media content moderation.

The CHRC and some provincial human rights commissions bodies can constitute tribunals to hear and investigate specific complaints, compel evidence and enforce remedies. This human rights approach offers several advantages:

- The CHRC and other human rights bodies can constitute tribunals to hear and investigate specific complaints (from individuals or groups), compel evidence, and enforce remedies. Complaints may address those responsible for creating or disseminating problematic communications. These investigative processes follow stronger rule of law provisions than self-regulatory bodies, while generally being more accessible to complainants than civil or criminal processes.

- The CHRC and other human rights bodies can issue remedies that are legally enforceable. These can include retractions or removals of content and fines. Failure to adhere to decisions can lead to criminal prosecution.

- In addition to addressing individual complaints, the CHRC can study human rights issues, including systemic risks to rights. These studies enable the CHRC to comment on legislative proposals and play a public education role.

- Human rights bodies are bound by a commitment to freedom of expression as a constitutionally protected right of Canadians, and restrictions on speech through the rulings of Canadian human rights bodies can be reviewed by court systems.
• The Canadian Human Rights Commission applies a Canadian legal framework. However, it is a member of the Global Alliance for National Human Rights Institutions, which helps state-based human rights institutions to achieve shared goals and engage with the United Nations’ Human Rights Council and Treaty Bodies. National human rights bodies may therefore be able to take a shared approach on issues related to social media content moderation, drawing on international human rights law and bodies.

Nevertheless, the CHRC faces several challenges in addressing content moderation issues that may affect the enjoyment of human rights. There are complex jurisdictional questions regarding the application of federal or provincial human rights frameworks. Different bodies have jurisdiction over different issue areas (e.g., employment, hate speech, etc.), and subject entities (e.g., broadcasters, web publishers, etc.). Greater clarity is needed, either through new legislation or precedent-setting decisions. Another challenge is that the provision addressing hate speech in the Canadian Human Rights Act was removed in 2013 by the federal Conservative government. Policy makers and experts in Canada have argued for a new provision to address hate speech, but no concrete provision has been put forward to Parliament.

Human rights bodies could provide guidance and act as a complaints body to address violations of certain rights through the use of social media platforms. Decisions by the CHRC are enforceable at the national level, but the framework applied by the CHRC may be coordinated globally via the Global Alliance for National Human Rights Institutions and through reference to international laws and guidelines. However, there remain significant jurisdictional challenges, and current human rights legislation applies to a very narrow set of issue areas.

2. Case study on media councils in Europe

Social media councils could be modelled on press councils, as they enable industry-wide complaint mechanisms and appropriate remedies. Press councils – although mainly active in a professional environment – may provide a helpful starting point for social media councils as they have a long history of dealing with the various issues at stake, such as independence, impartiality, fairness, and effectiveness (including remedies).

First, press and media councils in Europe are all national and apply national codes of ethics, with no pan-European press council. The Alliance of Independent Press Councils of Europe (a network of press and broadcast councils from across Europe) has two “core beliefs” on jurisdiction. First, regulation should be based on nations’ differing cultures. Second, a universal code of ethics is impossible, and there should be no supranational codes and regulatory organisations, whether European or global. While these principles concern media ethics codes, such views may also apply online. One criticism of the current content moderation system is that social media companies have “insufficient understanding of linguistic and cultural nuance,” an “absence of rigorous human evaluation of context,” and problems with “addressing context, widespread variation of language cues and meaning and linguistic and cultural particularities.” National content rules and national social media councils may be more appropriate. The “national” scope of the press and media councils doesn’t exclude the fact that many of the involved companies are international.
Second, independence is a key principle for press and media councils. For example, the Netherlands Press Council is composed of a chairperson, four (vice) chairs, 10 member-journalists and 10 non-journalist members. The chair is a high-profile journalist, and the four vice-chairs are (former) members of the judiciary. The Netherlands Press Council is established by a foundation called the Stichting Raad voor de Journalistiek, which is composed of the Netherlands Union of Journalists, the Society of Chief-Editors, printed press organisations, and public and commercial broadcasting organisations. This foundation appoints the members of the press council. Another example is Germany, where only publishers and journalists sit on the Press Council board, with no independent representatives. If these models were applied to social media councils, the council would include social media company officials, and be established by a foundation comprising social media interest groups. It is difficult to see how such a social media council would satisfy the principle of independence.

Third, there is not a uniform view on who can complain to press councils. In countries such as Sweden, Denmark, and Ireland, only a person affected by the material can complain. In contrast, in Finland and Germany, the Councils will accept a complaint from any complainant, which could include complaints about general issues of misleading reporting or the failure to separate fact from opinion. There are similar issues for online content moderation decisions. Should any user (or civil society organisation) be able to complain that another user’s content should be removed, based on the company’s own content rules or terms of service? Of course, press and media councils mainly address issues on content which falls under direct editorial responsibility, and the essential difference with social media companies is that content is generated by users.

Finally, European press councils offer ideas about potential remedies. Most press councils only provide remedies in the form of publication of a decision. The Netherlands Press Council has no power to impose sanctions or to order a correction, rectification, or reply. The vast majority of press councils do not have the power to issue fines, or order corrections, apologies or removal of content. Only one press council, the Swedish Press Council, can impose an administrative fee that is imposed on an upheld complaint, and is tiered depending on the circulation of the publication. In addition, press councils can also operate arbitration procedures.

E-Court Case Studies

1. European dispute resolution mechanisms

The EU has adopted specific legislation in relation to small claim court procedures, out-of-court dispute resolution, and online dispute resolution, which can inform our discussion. Some examples concern EU cross-border initiatives and build upon national systems.

   a. Alternative Dispute Resolution Directive

First, there is the Alternative Dispute Resolution Directive of 2013. This directive aims to harmonise rules across the EU to ensure that consumers can voluntarily submit complaints against companies to ADR bodies, which offer independent, impartial, transparent, effective, fast and fair alternative dispute resolution procedures. The ADR Directive applies to procedures for the out-of-court resolution of domestic and cross-border disputes concerning contractual obligations stemming from sales or service
contracts between a trader and a consumer. Crucially, the directive includes “quality requirements” for ADR bodies and procedures, including detailed rules on (a) expertise, independence and impartiality; (b) transparency; (c) effectiveness; and (d) fairness.

First, the rules on expertise, independence and impartiality include that ADR officials must possess the necessary knowledge and skills in the field of alternative or judicial resolution of consumer disputes, as well as a general understanding of law; are appointed for a term of office of sufficient duration to ensure the independence of their actions, and are not liable to be relieved from their duties without just cause; are not subject to any instructions from either party or their representatives; are remunerated in a way that is not linked to the outcome of the procedure; and must disclose conflict of interests.

Second, the rules on transparency include that ADR bodies must publish details of their expertise, impartiality and independence; the types of disputes handled; procedural rules governing the resolution of a dispute; the costs, if any, to be borne by the parties; the average length of the ADR procedure; and the legal effect of the outcome of the ADR procedure. Further, ADR bodies must also publish annual reports, including the number of disputes received, average time taken to resolve disputes, and rate of compliance, if known.

Third, the rules on effectiveness include that the ADR procedures must be available and easily accessible online and offline to both parties; parties must have access to the procedure without being obliged to retain a lawyer or a legal advisor; ADR procedures must be free of charge or available at a nominal fee for consumers; and the outcome of the ADR procedure must be made available within a period of 90 days.

Finally, the rules on fairness include that parties have the possibility of expressing their point of view; may seek independent advice or be represented or assisted by a third party at any stage of the procedure; parties are notified of the outcome of the ADR procedure in writing, and are given a statement of the grounds on which the outcome is based. Importantly, parties must, before agreeing to or following a proposed solution, be informed of the legal effect of such a proposed solution, and before expressing their consent to a proposed solution or amicable agreement, be allowed a reasonable period of time to reflect.

Importantly, the directive does not apply to dispute resolution mechanisms where the ADR officials are “employed or remunerated exclusively by an individual trader,” but the directive does include a clause that member states can bring such procedures under the directive, where certain requirements are satisfied, including the “specific requirements of independence and transparency.” Further, the directive does not apply to consumer complaint-handling systems operated by traders, and attempts made by a judge to settle a dispute in the course of a judicial proceeding concerning that dispute.

Of particular note, the directive contains rules on the binding and non-binding natures of ADR agreements. An agreement between a consumer and a trader to submit complaints to an ADR entity is not binding on the consumer if it was concluded before the dispute has materialised, and if it deprives the consumer of their right to bring an action before the courts to settle the dispute. Further, the solution imposed may be binding on the parties only if they were informed of its binding nature.
in advance and specifically accepted this. As such, any proposed e-court model that included an ADR mechanism would need to be consistent with the ADR Directive’s rules.

b. European Online Dispute Resolution Regulation

The EU has also enacted the Online Dispute Resolution Regulation. This Regulation established a European Online Dispute Resolution platform, which would facilitate independent, impartial, transparent, effective, fast and fair out-of-court resolution of disputes between consumers and traders online. The Regulation required the European Commission to establish such a platform, designed to be a “single point of entry for consumers and traders seeking the out-of-court resolution” of certain disputes, and free of charge. It applies to out-of-court resolution of disputes concerning contractual obligations stemming from online sales or service contracts. In 2016, the Commission established the European Online Dispute Resolution platform. In 2017, over 24,000 consumer complaints were lodged with the platform. Over a third of the complaints concerned cross-border purchases within the EU; and most complaints concerned clothing and footwear, airline tickets and information and communication technology goods.

The ODR Regulation sets down the rules and procedure for the operation of the platform. First, a consumer can submit an electronic complaint form; and the ODR platform automatically notifies the company, which has a period of 10 days to reply, of the request. Second, the ODR platform facilitates the exchange of messages directly through a dashboard, and permits sending attachments such as product photos, and scheduling an online meeting. Third, parties have 30 days from the submission of the complaint to agree on a dispute resolution body; and the ODR platform will provide recommended dispute resolution bodies. However, the parties may choose outside of this recommended list. Once the parties have agreed on a dispute resolution body, the ODR platform will provide the ODR body with the consumer’s complaint. The body then has three weeks to inform the parties whether it accepts jurisdiction to handle the complaint. Once the dispute resolution body has accepted jurisdiction, it will handle the complaint in line with its procedures, and must offer a suggested solution with 90 days. The final decision of the body will be available on the ODR platform. Whether or not the suggested solution is legally binding on the parties depends upon the rules of the particular dispute resolution body handling the complaint.

The European Online Dispute Resolution platform is an example of an online dispute resolution mechanism established by legislation, and facilitating online negotiation, and independent dispute resolutions. There is a network of national online dispute resolution bodies as part of the platform, and EU member states are required to designate at least one such body. A European social media dispute resolution platform could be created along these lines to facilitate dispute resolution between users and social media companies.

c. European Small Claims Procedure

In addition to online alternative dispute resolution mechanisms, the EU has enacted a European Small Claims Procedure Regulation, which was designed to simplify and speed up litigation concerning small claims in cross-border cases, and to reduce costs. It was designed with a number of features: (a) an online procedure that does not require a physical presence in court; (b) eliminates the intermediate proceedings necessary to enable recognition and enforcement of judgments from another member
state; (c) is an alternative to national procedures; and (d) a decision given in the European Small Claims Procedure is recognised and enforceable in all member states. The regulation applies to cross-border cases involving civil and commercial matters, where the value of a claim does not exceed 5,000 euro. Notably, the regulation does not apply to “violations of privacy and of rights relating to personality, including defamation.”

The European Small Claims Procedure is now available on the EU’s European e-Justice online platform, and operates as follows. To start the procedure, a claim form is sent, with relevant supporting documents, such as receipts, invoices, etc., to the national court with jurisdiction. Member states must ensure the procedure is accessible through relevant national websites. Once the court receives the application, it completes a certain form, and within 14 days the court should serve a copy of it, along with the form, on the defendant. The defendant has 30 days to reply, by filing another form. The court must then send a copy of any reply to the plaintiff within 14 days.

Within 30 days of receiving the defendant’s answer, the court must either give a judgment on the small claim, or summon the parties to an oral hearing. The Regulation provides that this oral hearing should use any appropriate distance communication technology, such as videoconference or teleconference, unless it would be unfair. Further, a party summoned to be physically present at an oral hearing may request the use of distance communication technology, and it is not necessary to be represented by a lawyer. The court is required to use the “simplest and least burdensome method of taking evidence” and the court “shall not require the parties to make any legal assessment of the claim.” Whenever appropriate, the court must seek to reach a settlement between the parties. Finally, once a decision is reached, a certificate is issued by the court, and the judgment is enforceable in all member states, without any further formalities.

The European Small Claims Procedure is an e-court model based on online judicial adjudication, and established by legislation. Social media disputes could follow a similar online procedure, with online judicial decision-making, and the imposition of time limits.

d. Business-to-Platform Regulation

It may also be helpful to refer to EU legislation applicable to disputes between certain online platforms and their business users, called the Business-to-Platform Regulation 2019. While the regulation is only applicable to platforms offering online marketplaces (e.g., Amazon, eBay, and mobile app stores) it is still relevant to some questions on content moderation decisions.

First, it has rules on platform terms and conditions, including that the rules must clearly set out the grounds for decisions to suspend, terminate, or restrict a business user’s account. Platforms must give business users notice of any planned changes to the terms and conditions. Second, there are detailed rules on account suspension and terminations, including the requirement that when a platform decides to suspend or terminate a business user account, it must provide a statement of reasons for that decision. Third, platforms must establish internal complaint-handling systems, including the obligation to provide individualised decisions drafted in plain and intelligible language. Fourth, and importantly, the regulation requires platforms to identify impartial and independent mediators in their terms and conditions which they are willing to engage for out-of-court dispute resolution. Article 12 sets downs rules for these mediators, including that they must be impartial and independent, affordable for business users,
easily accessible, and have sufficient understanding of general business-to-business commercial relations, enabling them to contribute effectively to dispute settlement.

The Business-to-Platform Regulation is the first piece of sector-specific regulation for online platforms. While only applicable to business users, it attempts to bring fairness and transparency for these business users. The regulation’s rules on clear terms and conditions, internal complaint-handling, and account suspension could serve as a helpful model for best practices for social media companies. The regulation’s rules on independent dispute resolution could also be used for best practices. For example, social media companies could recognise third-party online dispute resolution bodies they would be willing to engage to resolve content moderation disputes.

2. Case study on e-courts in the Netherlands

The term e-court covers a broad spectrum of online dispute resolution in the Netherlands, including private and public initiatives. As regards public initiatives, e-courts are often a way of digital litigation in national courts, for example the former “eKantonrechter.” Private initiatives fall under alternative dispute resolution and are usually a form of arbitration. The best-known private Dutch e-courts are Stichting e-Court, Stichting DigiTrage and Stichting Arbitrage Rechtspraak Nederland.

E-courts began in the Netherlands in 2009 with the Stichting e-Court. It was followed by Stichting Arbitrage Rechtspraak Nederland in 2012, the eKantonrechter in 2013 and Stichting DigiTrage in 2014. All these initiatives had the goal to lower the threshold for dispute resolution by introducing a simplified, faster and (as for private initiatives) less costly procedure. However, only the e-courts of Stichting DigiTrage and Stichting Arbitrage Rechtspraak Nederland are still in use. The eKantonrechter was terminated in 2018 by the Dutch Council for the Judiciary because it “would no longer fit well within the ambition to simplify.” Also, Stichting e-Court has been stalled since the beginning of 2018 due to negative reporting and related lawsuits.

The Dutch Code of Civil Procedure provides a national legal basis for e-courts’ provisions on arbitration. In these cases, the arbitration institutions will be often included in the general terms and conditions as agreed between parties. An opponent can opt out within (at least) one month. To enforce the decision, an instrument permitting the enforcement issued by a national court (an exequatur) is still required. The national court examines the arbitration decision summarily. No regulatory body is involved. The Netherlands Arbitration Institute promotes alternative dispute resolution by, inter alia, publishing draft texts for arbitration clauses. The eKantonrechter programme operated by courts also found its legal basis in the Dutch Code of Civil Procedure.

Online dispute resolution initiatives in the Netherlands differ in the types of disputes that they address. Stichting e-Court handles mainly debt collection cases of the largest Dutch insurance companies (more than 20,000 cases in 2017). Five out of six decisions published by the court concern unpaid contributions for health insurance. Stichting DigiTrage focusses on debt collection cases of small and medium-size enterprises. The eKantonrechter was allowed to handle essentially (uncomplicated) civil matters up to 25,000 euro (approximately 27,800 USD) and labour and rental matters, but has only handled fourteen cases in a four-year period. One case involved claiming damages for “non-conformity” in the sale of a house. It is unclear which specific type of cases Stichting Arbitrage Rechtspraak Nederland deals with.
The general procedure at e-courts is as follows. First, the party seeking redress submits an application on an online platform. Then, the defendant lodges a statement of defence on the same platform. A round of online adversarial hearings occurs. If necessary, an oral hearing can be held (online or offline), and witnesses summoned. Finally, judgment will be rendered. Each body can deviate from this procedure. Occasionally, appeal against the arbitration decision is possible.

Compared with regular courts, e-courts generally offer shorter deadlines and faster procedures, lower and clearer costs, more convenience (litigation from home and the possibility to access your dossier anytime and anywhere) and the possibility to litigate in comprehensible language. The main difficulty of (private) e-courts is that they lack transparency. Decisions are rarely published, and a list of arbitrators is not always available. Another major concern is that e-courts financially depend on large parties which often use this type of dispute resolution, such as large insurance companies. This can influence negatively the equality of arms, which requires a fair balance between parties. Another difficulty especially relating to Stichting e-Court is that arbitrators rule in absentia in favour of the applicant. Besides, use of the term “e-court” for arbitration purposes can be misleading.

Multiple questions arise about Dutch e-court initiatives, particularly related to the essential criteria mentioned above, and the requirements of the ADR Directive. First, all the e-courts claim to be independent. However, it is not clear whether there is an arbitrators’ term of office and whether this term is sufficiently long to guarantee their independence, which raises questions under the ADR Directive’s rules on expertise, independence, impartiality, and transparency. Second, there can be an appearance of partiality because the arbitration institution depends financially, albeit indirectly, on professional parties that include the institution in their general terms and conditions. Besides, a lot of arbitrators are attorneys. It can be questioned whether they have (without specific training) the appropriate skills to judge impartially. This again raises issues under the rules on expertise, independence and impartiality in the ADR Directive. Third, many e-court initiatives lack transparency as decisions are never or rarely published, and a list of arbitrators is not always available. None of the websites contain annual reports, which is required under transparency rules.

Fourth, e-courts seem effective, as they are simple, fast and relatively cheap to use, and assistance by a lawyer is not mandatory. However, not all procedures are also available offline, which is required by the rules on effectiveness. Finally, professional parties use an arbitration institution more often than a consumer. This can have a negative effect on the equality of arms. Apart from that, there are concerns about whether consumers are properly informed that the arbitration institution is not a regular court. This could constitute an infringement of the rules on fairness.

3. Case study on e-courts in North America

There are some excellent examples in North America of e-court initiatives that involve courts adopting online case resolution systems, where individuals with minor disputes engage through an online platform with police, prosecutors, and judges. First is Michigan’s Online Case Review programmes for resolving traffic disputes, warrant disputes and misdemeanours. It comprises online platforms for defendants to submit their cases, including all arguments or explanations, such as why they cannot pay their fines. It allows police and prosecutors to review cases before a judge makes a decision. The online format provides for the resolution of traffic disputes without in-person court appearances.
There are further incentives for individuals, under which resolutions may be reached with prosecutors, resulting in, for example, no driver licence points.

Second, some e-court initiatives go beyond the digitisation of court systems (electronic filings, online hearings, etc.), and involve online negotiation, mediation, arbitration, and adjudication. One leading example is the Civil Resolution Tribunal in British Columbia, which is “Canada's first online tribunal,” and was established under British Columbia’s Civil Resolution Tribunal Act 2012.104 The purpose of the Civil Resolution Tribunal is to encourage early resolution of disputes through online dispute resolution, while preserving adjudication as a last resort. Under the act, the tribunal has authority to resolve certain small claims, up to a value of CAD$5,000 (it has no jurisdiction over claims involving libel); and also provides that certain small claims must go through the tribunal before going to provincial court.

The tribunal process follows a stepped online-dispute resolution process. First, a free, anonymous, and confidential online platform helps complainants assess their problem and decide the best option for how to proceed. Second, if the user cannot resolve the issue through the Solution Explorer platform, the process moves to an online dispute resolution portal, which begins with party-to-party negotiation. It is an online guided and structured negotiation. While it is an independent process, tribunal staff monitor the negotiations and are available to provide case-specific suggestions and support. Third, if there is no agreement, the process moves to the facilitated settlement phase. This involves neutral tribunal case managers who are dispute resolution experts and discuss the issues and settlement options. Under the act, if the parties reach a facilitated agreement, they can apply to the tribunal for a consent resolution order. If parties still cannot reach a solution, the claim proceeds to resolution by tribunal hearing. An independent tribunal member will make a decision about the dispute. If hearings are not needed, the tribunal member may render a decision based solely on digital evidence and submissions. The Act has detailed rules on enforcement of tribunal orders, and judicial review of these decisions.

Although not currently operational, it is worth mentioning a similar initiative, but involving members of the judiciary, rather than tribunal officials. The UK Civil Justice Council’s advisory group has recommended the creation of an e-court system (HM Online Courts), designed to reduce the need for judges in many cases.105 There would be three tiers: the first tier would be online evaluation, to help users with grievances evaluate their problems, and understand both their entitlements and the options available to them. This would be a form of information and diagnostic service and would be available at no cost to court users. The second tier would be online facilitation, which would involve trained and experienced facilitators, working online, who can review papers and statements from parties, and then help by mediating, advising, or encouraging them to negotiate. This stage would be designed to bring many if not most disputes to speedy, fair conclusions without the involvement of judges; and users would incur a court fee. Then tier three would be online judges, where cases would be decided on an online basis, largely on the basis of papers submitted to them electronically, as part of a structured but still adversarial system of online pleading and argument. The decisions of online judges would be binding and enforceable, enjoying the same status as decisions made by judges in traditional courtrooms. A court fee would be payable, but much lower than normal court fee.
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